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ABSTRACT 

The surgical operating microscope increases illumination and visual acuity for the 

periodontist to perform clinical procedures with improved precision over conventional 

surgeries. Presently, using a surgical microscope gives an impression of being the best 

option which helps in better diagnostic ability and treatment quality. This review highlights 

the basics of periodontal plastic surgery, including the role of magnification and 

microsurgical instruments, knot tying, clinical applications, and microsurgical effects on 

aesthetics. This mini-literature review infers that improved visual acuity of microsurgery 

provides significant advantages of less patient discomfort, rapid healing, improved 

esthetics, and patient compliance. Periodontal microsurgery combined with minimally 

invasive surgical techniques benefits the ability of a clinician‘s precision in manipulating 

the tissues, thereby offering the simplest and the best probable outcome. 
 

Keywords: Microsurgery, Magnification, Surgical Microscope, Illumination, Periodontal 

Surgery. 

 

 

INTRODUCTION 

The development in technology has improved our understanding of the etiopathogenesis, 

diagnosis, and treatment modality to perform a simple, minimally invasive surgical 

procedure to obtain better outcomes. Hence, the concept of microsurgery came into practice 

in 1993 in periodontics. Magnification achieved with loupes or surgical microscopes is 

widespread in medical and dental practice; however, its usage in periodontics needs to be 

broadened. This dilemmatic condition for its use in their daily practice may be because of 

a lack of didactic studies showing benefits or owing to a lack of familiarity with the surgical 

operating microscope [1]. The potential for treating periodontal tissues increases with the 

use of an operating microscope and microsurgical instruments by elevating the ability of a 

clinician to handle it. The success of surgical and non-surgical periodontal therapies, 

especially periodontal plastic surgeries and implant therapy, has been revolutionized by the 

use of magnification [2]. 

Microsurgery basically uses tools called the operating microscope or high-powered loupes, 

which aids in the precision technique outcome. At this juncture, the “criterion standard” of 

performing microsurgery is under the microscope, which is used diligently. Leknius and 

Geissberger have shown a direct relationship between magnification and significantly 

enhanced performance of technique-sensitive dental procedures. However, some published 

articles embrace the benefits of magnification. Hence, the present mini-review discussed 

the efficacy of surgical microscopes and microsurgical instruments for their clinical usage 

in managing periodontal diseases [2]. 

History of Evolution  

The evolution of magnification from a simple meniscus lens to the presently known 

operating microscope has been a long journey. Modern periodontology is linked to 

periodontal plastic surgery and esthetic dentistry. The timeline of evolution is shown in 

Table 1 [3,4]. 

Definition and Terminology 

A surgical procedure performed under a microscope is called microsurgery. Broadly, it can 

be defined as “the surgery performed under the magnification provided by the operating 

microscope,” given by Daniel RK in 1979. As defined by Serafin in 1980, microsurgery is  
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Table 1: The timeline of evolution 

SL. NO YEAR  PROPOSED BY FIELD 

1.  2800 Egyptians Simple glass meniscus 

2.  19TH century  Field of medicine 

3.  1921 Carl Nylen Microscope for operating ear surgery 

4.  1950 Barraquer Corneal surgry 

5.  1960 Jacobsen 

Suarez 

Microvascular anastomosis 

6.  1964 Antonvan 

Leuwenhook 

Compound microscope 

7.  1978 Apothekar 

Jako 

Dentistry 

8.  1992 Carr Endodontics 

9.  1993 Shanelec 

Tibbets 

Periodontics 

 

 

 
Figure 1: Pictorial depiction of Microsurgical Triad. 

 

a methodology that assures modification and refinement of existing surgical techniques 

using magnification to improve visualization, with applications to all specialties [3,4].  

The working principle of the microscope used in dentistry is based on co-axial illumination 

[3,5]. Working of a surgical operating microscope is listed under the following headings-

magnification, illumination, documentation, accessories [5,6]. 

 

MAGNIFICATION 

Magnification is determined by the power of the eyepiece, focal length of binoculars, 

magnification change factor, and focal length of the objective lens. 

Magnification changer  

The magnification changer is located in the head of the microscope. It is available in two 

forms, such as three or five steps manual changers or power zoom changers. (Figure 2 a) 

Magnification in the range of 2.5x to 30x is usually recommended [2,5]. The lower 

magnification (2.5x to 8x) is used for orientation to the surgical field and allows a wide field 

of view. Midrange magnification (10x to 16x) is used for operating. High range 

magnifications (20x to 30x) are used for observing fine detail. [6]. 

The equation for calculating total magnification [5] 

 

MT =   fT x Me x Mc   

 

Where MT= total magnification, fT= focal length of the binocular tube, fO= focal length of 

the objective lens, Me= magnification of the eyepiece, Mc= magnification factor 

Objective lens  

It forms an image of the object processed by the magnification changer while projecting 

illumination from the light source onto the field of view (Figure 2 b). Ideally, an objective 

lens with a focal length of 200 to 250 mm should be used [2,5]. However, in periodontal 

surgery, a focal length of 200 to 300 mm can be used [6]. 

Binocular tube  

The conventional binocular tube contains two inverting prisms that rectify the inverted 

image produced by the objective lens and collected by the lenses in the end region of the 

tube [2] (Figure 2 c) wherein, straight and inclined binocular tubes are available which are 

positioned either parallel or inclined at 45- degree angle to the axis of the microscope [5,6]. 

Eyepieces  
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The role of eyepieces or ocular lenses is to magnify the intermediate image generated in the 

binocular tube [2]. Eyepieces with magnification factors of l0x to 20x are available for 

operating microscopes (Figure 2 d). They can achieve 3x to 40x total magnification, but in 

dentistry, magnification ranging from 4x to 24x is generally used [5,7].  

 

ILLUMINATION 

Illumination shows the path that light takes as it travels through the microscope (100W 

halogen bulb). A rheostat controls the light intensity, and a fan cools the lamp. The pathway 

of the reflected light follows through a condensing lens to a series of prisms and then to the 

surgical field through the objective lens. The important things to contemplate are- eye-to-

object distance, light sources, coaxial illumination, parfocality, and beam splitter [5,6,7]. 

 

 
Figure 2: Diagrammatic representation of parts of Microscope. 

 

DOCUMENTATION 

The purpose of documentation is to communicate with the referring dentist, educate patients 

and students and maintain the record of each case. It requires a video adapter, video camera, 

and video printer. The advancements in the documentation include a three-dimensional view 

of the surgical field on a video monitor and an HDTV single camera. [3] The charged 

coupled device sensors in the camera require less light than 35mm film for capturing digital 

images. Therefore, photos of the surgical field can be taken even without illumination with 

the flashlight. [5] This prevents the shadowing and vignetting of digital images. It also has 

the added advantage of assessing the images immediately and, if necessary, deleting the 

image and retaking the photograph. [6] 

Using a video adapter by attaching video cameras to the beam splitter, direct photos and 

video can be documented. These adapters provide the necessary focal length, thereby 

providing the same magnification and field of view on the monitor as seen by the surgeon. 

[7] The most important thing to consider is the resolution of the video camera which should 

match the recording capability of the video cassette recorder and the resolution of the video 

monitor. [5] By documenting every case through the microscope, real-time surgeries of all 

kinds of procedures and techniques can be accessed by the students and practitioners. In the 

field of teaching and learning, the use of a microscope and documentation has become the 

single most important development. [4] 

Digital documentation capabilities enhance the clinician’s ability to efficiently capture 

surgical procedures of the patient with greater rates of acceptance, thereby increasing the 

patient’s level of reliance and time required. [6] 

Principles of Microsurgery  

It embraces three key points- 

 

• Enhancement of motor skills for increased precision. 

• Reduces surgical field and decreases tissue trauma. 

• Superior wound healing [4]. 

Microsurgery is steadily gaining acceptance among periodontists, the reason being not 

reduced morbidity. Rather the end-point therapeutic appearance of microsurgery is simply 

superior compared to that of conventional surgery. The difference is clearly shown in cleaner 

précised incisions, better closer wound apposition, reduced hemorrhage and tissue trauma at 

the surgical site [4,8,12]. 

Microsurgical Instruments 

Specific instruments and sutures are used to carry out the microsurgical techniques [10]. 

Titanium made is superior to stainless steel instruments. However, stainless steel is more 
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popular as it provides a greater degree of hardness and flexibility [5]. The specifications of 

these are shown (Table 2). 

 

Table 2: Specifications of microsurgical instruments [6]. 

Sl. No. Specifications  Features Advantages 

1. Design Top-heavy précised work and fine motor control 

2. Cross-section Circular allows secure rotation between digits 

3. Length 18cm held securely 

4. Weight 15-20g avoid fatigue of hand and arm muscles 

5. Color coating Coated  avoid reflection from light of microscope 

6. Material  Titanium/ steel stronger, lighter, and non-magnetized 

 

Ophthalmic knives 

Offer the dual advantages of being small and extremely sharp to produce a more precise 

wound edge and better treatment outcomes than standard no. 15 blade. [11,13,14] (Figure 3 

a) [3] [15]. The various types of microsurgical knives used are as follows [13,14,15] (Table 

3). 

 

Table 3: Types of microsurgical knives used. 

Sl. No. Types Specifications 

1. Blade-breaker knife used in place of a no. 15 blade 

2. Crescent knife intrasulcular incisions, connective tissue graft procedures  

3. Spoon knife undermine the flap  

 

Needle holders  

They are available in various sizes and are designed to grasp very fine needles. They have 

smooth jaws to give a simple and controlled knot. The most commonly used needle holder 

is 14 cm and 18 cm [11] (Figure 3 b). The tip of the needle holder should be 1-mm for 5-0 

and 6-0 sutures, whereas 0.3 mm for suturing 8-0 and 10-0 sutures [5,6,16].  

Microsurgical needles and sutures 

Needles have high flexural and ductile strength to prevent breakage. Curved needles are 

easier to enter into tight spaces. So, needles with 3/8 or ½ curve circular and arc length of 8-

15 mm are preferred to use in periodontal surgery [5,10]. Needles with a range of 6-0 to 9-0 

are frequently used. According to length, 13–15-mm, 10–12-mm, 5–8 mm long needles are 

considered for posterior areas, anterior region, and for vertical incisions, respectively [5]. 

The commonly used suture sizes are 5-0, 6-0, and 7-0, either absorbable or non-absorbable 

type [9]. 

 

 
Figure 3: Microsurgical instruments. 

 

Microsurgical knot tying 

Knot tying using the microscope is done using instrument ties, with a microsurgical needle 

holder in the dominant hand and microsurgical tissue pick-up in the non-dominant hand. 

Three common techniques are used- non-dominant, dominant, and a combination of two; 

however, non-dominant and combination are the most commonly used. A surgeon’s knot 

followed by a square knot is the preferred knot combination. 

Applications of Microsurgery in Periodontics 

Periodontal microsurgery is the descendant of conventional periodontal therapy to reduce 

surgical trauma and open the horizons for better patient care [9,17]. Table 4 outlines the 

various studies done under a microscope in chronological order. 
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Table 4: Studies showing the clinical applications of microsurgery. 

Clinical application  Aim of the study Conclusion 

Diagnostic procedures 

2009 

 

The study was done with the use of 

high-powered magnification or 

microscopes in general dentistry [30]. 

It elaborates on specific general dental applications for 

high-powered magnification in different fields of 

dentistry. 

Non-surgical 

periodontal therapy 

2005 

The study was done on the exposed root 

surfaces for enhanced periodontal 

debridement using micro ultrasonics and 

periodontal endoscopy [39,46]. 

Endoscopic technology enhances visualization and 

debridement of the roots in a minimally invasive way.  

Management of 

periodontal flaps 

2009 

 

The study assessed the regeneration of 

lost periodontal tissues using microscope 

[12]. 

It concluded the use of a surgical microscope offers 

definite advantages in terms of increased acceptance, 

improved visual acuity; superior approximation of 

wounds, rapid wound healing, and decreased 

postoperative morbidity.  

Regenerative therapy 

2021 

A study was done to treat intrabony 

defect using periodontal minimally 

invasive surgery (MIST) with and 

without the use of regenerative materials 

[48]. 

It is concluded that MIST is an effective treatment for 

intrabony defects with the use of regenerative 

materials. 

Mucogingival surgery 

2004 

 

 

 

2018 

 

 

 

 

 

Treatment of gingival recession using 

microsurgery by free rotated papilla 

autograft technique combined with the 

coronally advanced flap [40]. 

 

Comparative evaluation of treatment of 

localized gingival recessions with 

coronally advanced flap using 

microsurgical vs conventional 

techniques [49].  

Statistically significant root coverage without 

additional second surgical site and reducing patient 

morbidity. Microscopes permitted less traumatic and 

minimally invasive procedures. Both groups showed 

convincing improvement in clinical parameters. 

 

 

Microscopes permitted less traumatic and minimally 

invasive procedures. Both groups showed convincing 

improvement in clinical parameters. 

 

Implant therapy  

2021 

A study was done to treat peri-implant 

osseous defects using papilla 

preservation and minimally invasive 

surgery, a 5-year retrospective study 

[50]. 

All implants survived up to 5 years with significant 

clinical and radiographic outcomes. 

Sinus elevation 

procedure 

2021 

Treatment of preliminary results of a 

minimally invasive microsurgical 

approach to sinus floor elevation and 

bone reconstruction using a palatal 

septum window [51]. 

Bone augmentation was evaluated six months after 

preservation by computed tomography and histology, 

and it demonstrated positive preliminary results in 

bone reconstruction with reduced morbidity. 

 

Advantages of Microscope  

The surgical microscope offers advantages to the practicing personnel and gaining its 

popularity [18,21]. Table 5 highlights it. However, it also has certain disadvantages like high 

cost of equipment, a restricted working field of about 11-55 mm only, and also the perception 

and orientation takes time [19,20]. 

 

Table 5: Advantages of microscope 

Postural Procedural Psychological Educational 

Perfect posture avoids 

discomfort to back and 

neck muscles 

Manual operating 

abilities are magnified. 

 

Decreases occupational, 

physical and postural 

stress 

Due to inbuilt camera, 

documentation of images 

and videos for further 

referral.  

Working distance is 

maintained, eyes to the 

surgical field is constant 

Appropriate lighting 

without overshadowing  

Increased personal and 

professional satisfaction. 

Recording of diagnostic 

sequences and treatment 

in video format  

Inbuilt corrective 

mechanisms are present 

in microscopic binoculars 

to compensate for 

different eye powers. 

Collateral vision 

decreases:unnecessary 

visual information 

avoided 

Reduced post-operative 

discomfort with 

improved clinical results 
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DISCUSSION  

The current surgical trend in periodontal therapy entails changing the perception from the 

use of traditional methods to minimally invasive microsurgery. The practitioner first adapts 

visually to the microscope before acquiring the new microsurgical skills such as instrument 

grip and posture through structured training programs [22]. The hands and instruments while 

operating the microscope are moved by kinaesthetic movement. Wherein there is visual 

movement without reference to background clues [3,23,24]. The beginners in the 

microsurgical practice should undergo training to familiarize themselves with the operating 

microscope, handling of micro-instruments, and technique of knot tying on surgical 

simulations like surgical gauze, flesh models, and animals to produce high-quality treatment 

[25,26]. Once completely trained, the practitioner and assistant could steadily introduce it 

into their practice.  

Periodontal microscopy allows high-level motor skills and accuracy when performed at 10x 

to 20x magnification [3]. With normal vision, the highest possible visual resolution is only 

0.2 mm. This can be improved at 20x, wherein hand movement accuracy approaches ten µ 

with a visual resolution of 1 µ. This means that the surgical site can be accurately focussed 

[3,24,27,28].  

High magnification in surgical microscope gives advantages to treat regenerative 

[35,42,43,46] and periodontal plastic surgery [23,33,34,49,50] and implant therapy [43,51] 

successfully over conventional surgery. Clinicians can perform precise work using 

microsurgical instruments, probably due to fine and sharp blades that extend hard-to-reach 

areas [31, 36, 38,47].  

Also, flaps can be elevated atraumatically as the margins of the flap are sharp. This benefits 

the fine suturing and accelerated healing outcomes [39, 41, 42]. Hence, the use of 

microsurgical procedures makes it possible for the clinician to perform completely different 

from those of conventional procedures [3].    

The utilization of a surgical microscope proved to be a boon in various periodontal surgical 

procedures. Published literature definitely showed a comparison of microscopic periodontal 

surgery to conventional surgery [29, 32, 35, 49]. Results are superior to a traditional 

approach. Added advantages were noted, such as less traumatic, enhanced revascularization, 

higher incidence of primary wound closure, and minimally invasive procedure [41, 42] 

Any challenge to visual reality is a fundamental challenge and is not readily believable. 

Keeping the above advantages in mind, it is necessary that change be accepted with the use 

of a microscope rather than challenged. 

 

CONCLUSION 

Microsurgery offers new knowledge and technology for periodontics that can dramatically 

improve the therapeutic outcomes of many periodontal plastics and esthetic treatment 

modalities. This technique will shift the focus of periodontal procedures from a macro to a 

micro field, thus achieving precise results. As health care professionals become familiar with 

the benefits of microsurgery, applications of this philosophy in periodontics will likely 

become a treatment standard. Microsurgical periodontics requires a different practitioner 

mindset. Periodontal microsurgery and esthetic and plastic periodontal microscopic 

surgeries afford a natural evolution in the advancement in the field of periodontics. The 

"magnification escalation" is likely to continue, and tomorrow's dentistry will see increasing 

use of magnification. 
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A B S T R A C T

Introduction: Bacterial multidrug resistance has worsened the situation by adding to economic burden but
also poses a greater risk of patient death. The aim of the study was to characterize the multidrug resistance
(MDR) properties of the bacterial isolates from skin infections and then to isolate and evaluate lytic efficacy
of bacteriophages against the pathogenic bacteria.
Materials and Methods: Antimicrobial susceptibilities of the isolates (n=84) from pyogenic skin
infections against 14 antibiotics was studied using CLSI guidelines. Phylogenetic analyses of the MDR
strains from each species was performed. Lytic efficacy of the sewage-derived phages was assessed by spot
test.
Results: Staphylococcus aureus was the most predominant (57, 68%) of the total of 84 isolates. The number
of Gram-negative isolates that were resistant to all antibiotics (except amikacin) were significantly higher
(P<0.05). On the other hand, significant number of S. aureus strains were susceptible only to clindamycin
and erythromycin (P<0.05). Phylogenetic analysis based on the 16S rRNA gene revealed close relatedness
of the strains with MDR strains previously reported. In vitro analysis of select MDR strains (n=20) showed
that the bacteriophagesΦDMSA-2,ΦDMEC-1 andΦDMPA-1 against S. aureus, E. coli, and P. aeruginosa,
respectively, showed lytic efficacy against 4 of 5 MDR strains tested from each species.
Conclusions: These preliminary, but still important results emphasize the potential of phages as an effective
alternative therapy against MDR bacteria. Further, the lytic efficacy of phages underscores the importance
of developing need-based and locally isolated bacteriophages as potential antimicrobial therapy alternative
to antibiotics.

This is an Open Access (OA) journal, and articles are distributed under the terms of the Creative Commons
Attribution-NonCommercial-ShareAlike 4.0 License, which allows others to remix, tweak, and build upon
the work non-commercially, as long as appropriate credit is given and the new creations are licensed under
the identical terms.

For reprints contact: reprint@ipinnovative.com

1. Introduction

Skin and soft tissue infections are a major healthcare issue
worldwide and are of particular importance in developing
countries.1 Factors that exacerbate skin infection cases in
the developing countries are low level of hygiene, lack of
access to clean water, malnutrition, and overcrowded living
conditions in lower socio-economic classes.2

* Corresponding author.
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Pyogenic bacteria such as Staphylococcus aureus,
Pseudomonas aeruginosa, Escherichia coli and streptococci
are the prominent species involved in intricate multibacterial
infections of deeper skin structures, major abscesses,
burns and ulcers, bite wounds and diabetic.3 Even though
most skin infections begin as local induration, erythema,
pain or tenderness at the site of infection, the impact
may be so worse that it can progress to life-threatening
necrotizing fasciitis. When a healthy skin encounters a
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bacterial onslaught, epidermal cells (keratinocytes) stage
robust innate immune response producing antimicrobial
peptides and proinflammatory cytokines.4 However, with
a progressing infection, pathogenic bacteria succeed in
gaining entry to keratinocytes and evade host immune
response. Since the majority of antibiotics cannot freely
enter eukaryotic cells, cutaneous intracellular accumulation
of pathogens like methicillin-resistant S. aureus (MRSA)
poses a great challenge to treat skin infections using
antibiotics.5 Further, the indiscriminate and reckless
use of antibiotics has led to a crisis of multidrug
resistance among bacterial pathogens. Infections caused by
multidrug resistant microorganisms often fail to respond
to conventional treatment, resulting in prolonged illness
and greater risk of death. New resistance mechanisms have
emerged in various bacteria, making the antibiotic therapy
difficult.6 The longer duration of illness and treatment often
in hospitals increases health-care costs and the economic
burden to families and societies where it increases the costs
of health care.7

During the recent past bacteriophage therapy has
gained a renewed interest as a potential alternative
therapy for multidrug-resistant (MDR) bacterial infections.8

Importantly, phages possess remarkable species specificity
to bacterial pathogens. Further, an important clinical
significance is that phage therapy can be very effective in
biofilm infections where antibiotics fail to kill bacterial cells
in biofilms, which are impermeable to antibiotics.9 Phage
therapy finds special advantage for localized use, because
phages penetrate deeper as long as the infection is present,
rather than decrease rapidly in concentration below the
surface. The phages stop reproducing once specific bacteria
they target are destroyed. This prevents the development of
secondary resistance to phages, which is quite often the case
in antibiotics. Since phages live in the same niche as their
host bacteria.10 and that they exhibit very high specificity
(both species- and strain-specificity), it is crucial that phages
are isolated and characterized for their bacteria-lytic ability
locally in the affected regions. We recently demonstrated in
an in vivo skin excisional wound model that the survival rate
in mice was significantly high when a locally isolated phage
against methicillin-resistant S. aureus was applied to the
wounds.11 In this study we took up a systematic approach
at first to isolate clinically important pathogenic bacterial
species from pyogenic skin infections, determined antibiotic
susceptibility of the isolates and then tested phages for lytic
efficacy against MDR bacterial pathogen isolates.

2. Materials and Methods

2.1. Collection of clinical samples

The study was approved by the institutional Ethics
Committee (Institutional Animal Ethics Committee-
IAEC, Sree Siddaganga College of Pharmacy, Tumkur,

Karnataka state, India-572 102 with an Approval reference
No:SSCPT/IAEC.Clear/130/12-13). Written informed
consent was obtained from all study patients (n=114). Swab
samples from pyogenic skin infections were collected from
patients of different age groups including males (n=82
median age 41 yrs) and females (n=32 median age 28
yrs). Swabs were immersed in 1% sterile peptone water
and immediately subjected to microbial culture in aseptic
conditions within 30-45 min of collection.

2.2. Isolation, identification and characterization of
bacterial pathogens

The samples were at first cultured on general nutrient
agar medium and suspect colonies were subsequently
subcultured on selective agar media for different species.
The major clinically important bacterial species from
pyogenic infections were isolated using selective growth
medium for each species. Identification of the species was
achieved by extensive microbiological and biochemical
characterization of presumptive colonies.

2.3. Antibiotic susceptibility of the bacterial isolates

The confirmed clinical isolates of each species were
screened for antibiotic susceptibility by Kirby Bauer’s disc
diffusion method.12,13 according to Clinical and Laboratory
Standard Institute (CLSI) guidelines (2005). Six hours old
cultures were spread uniformly on the surface of Mueller-
Hinton agar plates, antibiotic discs were placed on the agar
surface and the plates were incubated at 37◦C for 24 hr.
The zone of inhibition was recorded in millimetres. The
results were interpreted as susceptible or resistant as per
the CLSI guidelines, 2005.14 Blank discs without antibiotic
were used as negative controls in each experiment. The
minimum inhibitory concentration (MIC) of methicillin
was performed on S. aureus using the broth microdilution
methods as described previously.15

2.4. DNA extraction, 16SrRNA gene amplification and
phylogenetic analysis

Genomic DNA from the bacterial isolates was extracted
by following a previously described method.16 Complete
16S rRNA gene from select strains from each species were
amplified using the primers 16S-1-GGT GGA GCA TGT
GGT TTA and 16S-2 (5’-16S-2 CCA TTG TAG CAC
GTG TGT).17 PCR reaction mixture consisted of 200 µM
dNTPS, 2.5 U Taq DNA polymerase and DNA template.
After thermal cycling, the PCR products were gel purified
using the QIAquick PCR Purification Kit. Following a
nested PCR strategy,17 a 256-bp internal region of the
amplified 16S rRNA gene was sequenced with an ABI 3100
automated sequencer (Applied Biosystems). The sequence
of the PCR product was compared with known 16S rRNA
gene sequences in the Gene Bank by multiple sequence
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alignment using the CLUSTAL W Program . Phylogenetic
trees were constructed using Mega 5 program.

2.5. PCR amplification of mecA gene

To test whether the methicillin resistant S. aureus strains
harbored a methicillin resistance gene (mecA), 4 of the
MRSA isolates were subject to PCR by using the primers
mecA-F (5’- CCT AGT AAA GCT CCG GAA) and mecA-
R Primer (5’- CTA GTC CAT TCG GTC CA) as describe
previously.18 The 25-µl reaction mixture included 200 µM
dNTPs, 2.5 µM primers, 2.5 U of Taq DNA polymerase.
Thermal profile was as follows: Initial denaturation for 5
min at 94◦C, followed by 30 cycles of denaturation for 30s
at 94◦C; annealing for 30s at 53◦C; and primer extension for
40 sec at 72◦C and a final extension for 10 min at 72oC. A
10-µl PCR product was loaded onto a 1.2% agarose gel the
bands were visualized under a UV transilluminator.

2.6. Isolation of bacteriophages

A cocktail of sewage originated from hospital, municipal
and domestic waste in Davangere city, Karnataka, India, was
used as a source for the isolation of phages. Initially, 25 ml
of the cocktail sewage sample was pre-treated with 200 µl of
chloroform for 15 minutes and to this, 2 ml of 16-18 hours
old bacterial cultures, each species separately, were added
and incubated overnight at 37◦C. The lysate was centrifuged
(4000 ×g, 10 min) and the supernatant was filtered through
a 0.22 µm membrane filter and serially diluted using SM
phage buffer. One hundred microliter from this stock was
mixed with 100 µl of host bacterial suspensions. Bacterial
cell suspension without phage filtrate was used as a negative
control. After incubation (37 ◦C, 20 min), luria bertani
agar (0.7%) was added to the above, mixed gently and
poured on LB agar plates followed by incubation at 37◦C
for 15-16 hours. A few prominent and isolated plaques were
recovered using a sterile gel cutter followed by suction.
The bacteriophage particles were diffused out of agarose by
adding chloroform. The phage preparations were stored at
4◦C for further use.

2.7. Transmission electron microscopy

Transmission electron microscopy was carried out at the
laboratory of Hans-W Ackermann, Professor Emeritus,
Department of Microbiology and Immunology, Laval
University, Quebec, Canada. A high titer bacteriophage
lysate of 108 pfu ml−1 previously filtered through 0.22
µm Minisart Sartorius filter was centrifuged and treated
with a fixative 1% glutaraldehyde. A drop of purified
and fixed phage lysate was deposited on Formvar carbon-
coated copper grids and negatively stained with 1%
phosphotungstic acid (PTA). The grids were examined
in Tecnai G2 Biotwin (Philips-Netherland) transmission
electron microscope. The images of phages were captured

and the sizes of head and tail were measured.

2.8. Determination of Phage host range (Spot test)

Bacterial isolates (4 from each species) were screened for
phage lysis by a spot test. The suspensions of log-phase
bacteria were added to 15 ml sterile tubes with molten 3
ml agarose maintained at 47◦C. The contents were mixed
and overlaid on pre-dried LB agar plates. The dried plates
having bacterial layer, on which 5 µl of phage suspension
(108 pfu ml−1) was dropped and incubated at 37◦C without
inverting the plates. The results were scored as a clear zone
of complete lysis (++), partial lysis with turbidity (+) and no
lysis (0).

2.9. Effect of storage period, pH, temperature and
chloroform on the stability of the phages

The storage stability of the phages was determined at
temperatures -40◦C, -20◦C, 4◦C, and 20◦C and also in
presence of 20% (v/v) glycerol at -40◦C and -20◦C. Stability
was also tested at pH 2, 4, 5, 6, 7, 8, 9 and 10. Phage titres
were determined after 3, 6, 9 and 12 months of storage by
double agar layer technique.

2.10. Statistics

Antibiotic resistance or susceptibility differences between
the groups were determined using McNemar test.
Differences in plaque titre values (pfu/ml) were determined
using a non-parametric Mann-Whitney U test. A P value
of < 0.05 was considered statistically significant. The
statistical software SPSS version 25.0 (IBM Corp, Armonk,
NY, USA) was used for all analyses.

3. Results

3.1. Bacterial pathogens from pyogenic skin infections

Among the 84 bacterial strains isolated from pyogenic skin
infections of the study (Table 1), S. aureus was the most
prevalent with 57 (67.85%) isolates followed by P. mirabilis
14 (16.66%), P. aeruginosa 7 (8.33%), E. coli 5 (5.95%)
and S. xylosus 1 (1.19%). The highest prevalence of all
bacteria (41, 48.80%) was recorded from abscess, followed
by pyoderma (11, 13.09%), ulcers (9, 10.71%), cellulitis (5,
5.95%), wounds (5, 5.95%), diabetic foot (5, 5.95%), and
post-operative infections (4, 4.76%). Only one S. aureus
strain was isolated from burn wound infections.

3.2. Antibiotic susceptibility of the bacterial pathogens
from pyogenic infections

All bacterial isolates (n=74) were subjected to antibiotic
susceptibility testing (Table 2). S. aureus isolates were
found to be resistant to most of the common antibiotics, with
a highest (22/46, 48%) resistance for amikacin followed
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by 40% (18/46 strains) of the strains for ciprofloxacin.
However, clindamycin and erythromycin were the only
antibiotics to which significantly higher number of S. aureus
isolates were susceptible (P<0.05). The single isolate from
the S. xylosus species was sensitive to clindamycin and
methicillin and resistant to all other antibiotics tested for
Gram positive bacteria. From Gram negatives, significantly
higher number of isolates were resistant to all the antibiotics
tested except amikacin (P<0.05). P. aeruginosa isolates
were resistant 100% (10 of 10 strains) for amoxicillin,
80% (8/10) for cephotaxime, 80% (8/10) for cefoperazone,
60% (6/10) and 40% for each of ceftazidime, ciprofloxacin,
levofloxacin, tobramycin and amikacin respectively. E.
coli isolates were resistant 50% (2/4) for amikacin and
ceftazidime, 100% for cefoperazone (4/4), 75% (3/4) for
each of the other antibiotics (Table 2).

3.3. Methicillin resistance among S. aureus strains

Considering the clinical significance of methicillin-resistant
S. aureus strains, we also looked at the occurrence of
MRSA strains among our S. aureus isolates. All strains
of S. aureus having methicillin MIC of > 4 µg/ml were
considered methicillin-resistant. As evidenced by antibiotic
susceptibility tests, 41% of all S. aureus isolates were found
to be methicillin-resistant (Table 2). When a molecular
confirmation of methicillin resistance in these strains was
sought, 3 strains showed an amplicon corresponding to the
size of mecA gene (Figure 1). Similar to isolates from other
species, these MDR S. aureus strains were selected for
investigating the host range of the bacteriophage ΦDMSA-
2.

Fig. 1: Detection of mecA gene among methicillin resistant S.
aureus isolates. Four of the multidrug resistant S. aureus strains
(SA1-SA4) that were also resistant to methicillin were tested for
the presence of mecA gene that encodes methicillin resistance.
The amplicons were separated on a 2% agarose gel, stained with
ethidium bromide and visualized under UV transilluminator.

3.4. 16S rRNA gene sequencing and phylogenetic
analysis

Phylogenetic trees were constructed using 16S rRNA gene
sequences from each of the MDR pathogens from this study
against the sequences of MDR strains from NCBI (Figure 2

). The phylogenetic trees revealed that the isolates formed
a cluster with other MDR strains of the same species, but
not with non-MDR strains or strains belonging to different
species.

3.5. Isolation and morphological features of the phages

Figure 3 depicts transmission electron micrographs of all 5
phages, i.e., ΦDMSA-2, ΦDMSX-1, ΦDMPA-1, ΦDMEC-
1, and ΦDMPM-1. All phages possessed an isometric
icosahedral capsid of varying sizes. The details of phage
dimensions and their classification are given in Figure 3.
The phages ΦDMSA-2, ΦDMEC, and ΦDMPM exhibited
a head size in the range 60-90 nm and tail of 200-240 nm
long. These 3 phages were assessed to be belonging to the
family Siphoviridae. The morphological characteristics of
phage was examined and confirmed as phage belonging to
the family Siphoviridae. On the other hand, phagesΦDMSX
and ΦDMPA appeared to possess a bigger head size with
100-137 nm and a tail of 210-217 nm. Interestingly, the
phage ΦDMSX for S. xylosus had a head with a triangular
aspect, which was different from all other phages. ΦDMSX
belongs to a group of "twort-like phages" under the sub
family Spounavirinae of the family Myoviridae. Its tail
measured about 210 nm showing conspicuous striations and
terminate in a base plate with a set of spikes.

3.6. Host range

Four multidrug-resistant strains from each species were
chosen for determining the in vitro lytic efficacy of the
phages ΦDMSA-2, ΦDMSX-1, ΦDMEC-1, ΦDMPA-1,
and ΦDMPM-1 Table 3 shows the degree of lytic activity
of all five phages against their specific host MDR isolates
from each species. The results were scored as a clear
zone of complete lysis (++), partial lysis with turbidity (+)
and no lysis (0). The phages against S. aureus (ΦDMSA-
2), P. aeruginosa (Φ DMPA-1) and E. coli (ΦDMEC-1)
exhibited strong lytic activity and could completely lyse 3
of 4 (75%) tested strains. Importantly, no bacteriophage-
insensitive mutants (BIM) were observed for this phage.
The S. xylosus phage was able to completely lyse 1 strain
(25%), partially lyse 2 strains (50%) and no lysis in the
case of 1 strain (25%). The phage ΦDMPM-1 against P.
mirabilis showed only partial lysis of all 4 strains tested.
The occurrence of bacteriophage-insensitive mutants (BIM)
based on the growth of bacterial colonies within the plaque
were noticed in the case of three phages (Φ DMSX-1, Φ
DMEC-1 and Φ DMPA-1).

3.7. Factors influencing the stability of the phages

The stability of hage lysates was tested in different storage
conditions and period. The level of phage titre (108 pfu) did
not decrease significantly (P<0.05) after 3 month storage
at all of the tested temperatures, i.e., 6 months at -200C



18 Shetru et al. / Indian Journal of Microbiology Research 2022;9(1):14–23

Fig. 2: 16S rRNA gene sequence based phylogenetic analysis of the MDR pathogen isolates. PCR amplification of the 16S rRNA
gene from the representative strains from each pathogenic species (A). 16S rRNA gene sequences from the MDR bacterial isolates
were compared with those from known MDR pathogens of the same species. Multiple sequence alignment and phylogenetic trees were
constructed using the bioinformatics tool MEGA5 (B). Circled isolates are from this study
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Fig. 3: Electron micrographs of phages specific to the MDR pathogen isolates. Glutaraldehyde-fixed phage lysate was deposited on
formvar carbon-coated copper grids and negatively stained with 1% phosphotungstic acid. TEM images were acquired on a Tecnai G
Biotwin (Philips-Netherland) transmission electron microscope. Using the scale from the image acquiring software, sizes of head and tail
were measured

and 9 months at -400C with glycerol. However, at room
temperature, the titer was reduced 30% from 108 pfu/ml
to 7×107 pfu/ml. When phages were exposed to a high
temperature of 60◦C for 15 minutes, phage titers decreased
significantly up to 106 pfu/ml (P<0.05). Phages were stable
between pH range 6-9 and completely lysed at pH 2 and 4.
Incubation at pH 4 and 37◦C caused a 30% (7×107 pfu/ml)
and 60% (4×107 pfu/ml) decrease in phage titre after 1 and
5 h of incubation, respectively.

Fig. 4:

Fig. 5:

4. Discussion

In this study, locally isolated phages lysed multi drug
resistant bacterial isolates belonging to important
pathogenic species from skin infections. Clinical samples
collected from pyogenic skin infections were collected from
a total of 114 patients. The highest prevalence of bacteria,
i.e., 41 (48.80%) was recorded from abscess, followed
by pyoderma, ulcers, cellulitis, wounds and diabetic foot.
Existing literature has revealed that the general microbiota
of human skin infections includes S. aureus as a highly
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Table 1: Profile of pathogenic bacterial isolates from pyogenic skin infections

Type of
infection

Pathogenic bacterial isolates
S. aureus N

(%)
P. mirabilis N

(%)
P. aeruginosa

N (%)
E. coli N (%) S. xylosus N

(%)
TotalN (%)

Abscess 26 (30.95) 9 (10.71) 3 (3.57) 3 (3.57) 0 (0) 41 (48.80)
Pyoderma 8 (9.52) 1 (1.19) 2 (2.38) 0 (0) 0 (0) 11 (13.09)
Ulcer 7 (8.33) 1 (1.19) 1 (1.19) 0 (0) 0 (0) 9 (10.71)
Cellulitis 3 (3.57) 1 (1.19) 1 (1.19) 0 (0) 0 (0) 5 (5.95)
Wound 4 (4.76) 1 (1.19) 0 (0) 0 (0) 0 (0) 5 (5.95)
Diabetic foot 1 (1.19) 1 (1.19) 0 (0) 2 (2.38) 1(1.19 ) 5 (5.95)
Post-Operative
Infection

4 (4.76) 0 (0) 0 (0) 0 (0) 0 (0) 4 (4.76)

Folliculitis 3 (3.57) 0 (0) 0 (0) 0 (0) 0 (0) 3 (3.57)
Burn Wound
Infection

1 (1.19) 0 (0) 0 (0) 0 (0) 0 (0) 1 (1.1)

Total 57 (67.85) 14 (16.66) 7 (8.33) 5 (5.95) 1(1.19) 84 (100)

Table 2: Antibiotic resistance of the bacterial pathogens from pyogenic infections

Species Antibiotic resistance N (%)
Gram-positive species Ak Cf Cd E M Of Ox P
S. aureus (n=46) 22 (48) 18 (40) 7 (15)* 14 (31)* 19 (41) 19 (41) 19 (41) 19 (41)
S. xylosus (n=1) R# R S# R S R R R
Gram-negative species Ak Ac Ca Ce Cf Cs Le Tb
P. aeruginosa (n=10) 4 (40) 10 (100) 6(60) 8 (80) 6 (60) 8 (80) 6 (60) 6 (60)
E. coli (n=4) 2 (50) 3 (75) 2 (50) 3 (75) 3 (75) 4 (100) 3 (75) 3 (75)
P. mirabilis (n=13) 10 (77) 6 (46) 10 (77) 7 (54) 9 (69) 11 (85) 12 (92) 11 (85)

Ak, Amikacin; Cf, Ciprofloxacin; Cd, Clindamycin; E, Erythromycin; M, Methicillin; Of, Ofloxacin; Ox, Oxacillin; P, Penicillin G; Ac, Amoxicillin;
Ca, Ceftazidime; Cs, Cefoperazone; Le, Levofloxacin; Tb, Tobramycin; Ce , Cephotaxime
#R=resistant, S=susceptible
*P=0.02

Fig. 6:

predominant species,19 but species from other genera such
as Pseudomonas, Enterococcus, Escherichia, Enterobacter,
Klebsiella., Proteus, Acinetobacter, and coagulase-negative
Staphylococcus spp. are also commonly present.3

Nearly 40% of the S. aureus strains showed resistance
to all major antibiotics available for Gram-positive bacteria
during the period this study was conducted. The only
other Gram-positive species, S. xylosus, was resistant to
all tested antibiotics except clindamycin and methicillin.
Among Gram-negative bacteria, 50-100% of all three
species, P. aeruginosa, E. coli, and P. mirabilis, were
resistant to all antibiotics tested except amikacin. Multidrug
resistance among bacterial pathogens occurring in skin
infections in India has been reported in a number
of studies. These studies found that major pathogens
such as S. aureus, E. coli, P. aeruginosa etc. were
resistant (>60%) to major antibiotics including penicillin,
erythromycin, co-trimoxazole, clindamycin, cefepime, and
ciprofloxacin.20 Even though Gram-negatives are most
frequently encountered, S. aureus is of immense clinical
significance due to its role in skin infections. In our study,
41% of the S. aureus isolates were resistant to methicillin.
MRSA have become a major challenge worldwide with
varied prevalence depending on geographic region.21,22

MRSA develop resistance through the acquisition of the
mecA gene, which facilitates production of “penicillin-
binding protein 2a” (PBP2a) that strengthens the cell wall
and increases resistance to β-lactam antibiotics by blocking
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Table 3: Host range of the bacteriophages against MDR bacterial strains

Bacterial isolates Lytic activity of Phages BIM*

Complete
lysis (Figure 4)

S. aureus Φ DMSA.2
DMSA.1 ++

-DMSA.2 ++
DMSA.3 ++
DMSA.4 -

S. xylosus Φ DMSX.1
DMSA.1 ++

+DMSA.2 +
DMSA.3 -
DMSA.4 +

Bacteriophage-insensitive
mutant colony (Figure 5)

P. aeruginosa Φ DMPA.1
DMPA.1 ++

+DMPA.2 +
DMPA.3 ++
DMPA.4 ++

E. coli Φ DMEC.1
DMEC.1 ++

+DMEC.2 ++
DMEC.3 -
DMEC.4 ++

Turbidity due to partial lysis;
Several BIM colonies
(Figure 6)

P. mirabilis Φ DMPM.1
DMPM.1 +
DMPM.2 +
DMPM.3 +
DMPM.4 +

the β-lactam binding site.23 Penicillin-resistant strains
of S. aureus predominate the nosocomial infections and
currently only <5% of the S. aureus strains are penicillin-
susceptible.24

Biological and geographical relationship among MDR
strains is generally studied using 16S rRNA gene sequences
and allows sequence comparison among strains from
different geographic regions. In the present study, each of
the representative MDR pathogen species formed a close
clade in the phylogenetic tree with other MDR strains.
Horizontal transfer of antibiotic resistance genes in the
environment is a continuous natural phenomenon. Thus,
phylogenetic analysis of MDR strains provides important
information about their geographic distribution and may
therefore help device better treatment strategies.25

Phages against S. aureus, P. aeruginosa and E. coli
exhibited highest lytic activity as evidenced by spot test.
The phage against P. mirabilis was able to lyse all 4 strains
but only moderately and no complete lysis was observed
for any strain. In earlier studies, phages have been reported
to display broad host range, killing different strains from
the same species, e.g., phage Stau2 could lyse 80% of
the S. aureus isolates obtained from hospitals in Taiwan.13

In another study, E. coli pathogenic strains EHEC, EPEC,
ETEC, and UPEC were effectively lysed by a phage.26 High
selectivity and specificity of phages to their respective host
bacteria provide a convenient yet effective way to eradicate
bacterial pathogens both intracellular and otherwise in skin
infections.

In our study, except for S. aureus, all other species
produced bacteriophage insensitive mutants (BIMs). Even
though phages have been successfully tested as alternative
therapeutic agents in several human infections,27 emergence
of BIMs is a serious concern. The bacterial resistance
to phages can occur through different mechanisms, e.g.,
restriction modification, abortive infection, and more
commonly through mutations in phage receptor sites on
the bacterial cell surface, preventing them from attachment.
However, bacteriophage insensitivity is known to come at
a cost for the host bacteria, i.e., the BIM trait makes the
bacteria compromise with their performance in other traits
resulting in slower growth, decreased virulence, and even
diminished resistance to various antibiotics.28

From the perspective of phage therapy in clinical
medicine, stability of phages upon storage and
implementation of appropriate storage conditions is
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critical for a successful outcome. Storage stability of all
four phages examined under different parameters showed
that there was no significant decrease in the phage titre
except at room temperature. Interestingly, only ΦDMSA-2
was stable for 9 months, the longest duration of storage
as compared to the other phages. There are a few studies
reporting the use phage as in hand sanitizer solutions and
as disinfectants to sanitize operating rooms and medical
equipment.29 Further, a gel containing a cocktail of phages
targeted nasal carriage of MRSA significantly reducing
the incidence of MRSA transmission.18,30 Thus, our data
showing remarkable stability of the phages in a variety of
conditions is an important step forward in developing phage
therapy for skin infections.

One of the serious concerns about the use of phage
therapy in vivo is a strong antibody response which
would clear the phages more quickly.31 To circumvent this
problem, phages with different antigenicity or with low
immunogenicity could be prepared. Other drawbacks of
phages as therapeutic agents are their often-narrow host
ranges and the fact that phages are not always lytic under
certain physiological conditions. Further, phage therapy
triggers release of endotoxins from the target pathogen due
to widespread bacterial cell lysis. This occurs also when
antibiotics are used, but it could be countered with regulated
use of phages.

5. Conclusions

Predominant occurrence of clinically important, multidrug
resistant bacterial pathogens in skin infections highlights
the severity of the problem. Multidrug resistance among
the majority of the bacterial isolates underscores the
existing global problem with the current antibiotic therapies.
Phages have special advantage for localized use in skin
infections, because, unlike antibiotics, they penetrate deeper
in an infected tissue rather than decrease rapidly in
concentration below the surface. Importantly, in our recent
study,11 lytic efficacy of the phage ΦDMSA-2 against
MRSA, was shown to significantly enhance the survival
of mice in an in vivo skin excisional model. Thus,
our study emphasizes the importance of need-based and
locally isolated bacteriophages as potential alternative
antimicrobial therapy.
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ABSTRACT
Thermal behavior of diesel, Jatropha curcas methyl ester (JOME), and its B20 blend (20% biodiesel
and 80% diesel) are examined from the profiles of thermogravimetry – differential scanning calor-
imetry (TG-DSC) under air. TG profiles of samples indicate the mass loss steps to volatilization and
combustion of methyl esters. Due to the higher temperature combustion of the intermediate sta-
ble compounds that are formed, the peak temperature of combustion is high for JOME compared
to diesel and B20 blend. DSC profiles of diesel and B20 JOME indicate an endothermic peak associ-
ated with the vaporization of methyl esters for B20 JOME and the volatilization of a small fraction
of the diesel. The ignition temperature for diesel and B20 blend is 128 �C, whereas JOME has an
ignition temperature of 220 �C. The burnout temperatures for the diesel, JOME, and B20 blend are
283.24, 470.02, and 376.92 �C, respectively. The ignition index for the B20 blend was found to be
73.73% more compared to diesel. The combustion index for the B20 blend was found to be
37.81% higher compared to diesel. The B20 blend exhibits high enthalpy, better thermal stability,
and a reduced peak temperature of combustion, with an improved combustion index and an
intensity of combustion making it nearly comparable with diesel.
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Introduction

The rate at which global warming is accelerating is con-
cerning and must be addressed. One of the fundamental
reasons is the indiscriminate use of fossil fuels, which has
resulted in the degradation of natural resources. Diesel
engines effectively delivered efficient power while drastic-
ally harming living beings. Because these nonrenewable
energy supplies are depleting, the world is focusing on
alternate fuel sources [1,2]. Biofuel is a green fuel consid-
ered to be renewable [3–5]. Fuels derived from vegetable
oils or animal fat have less sulfur content, low particulate
emission, and a neutral contribution of CO2 to the environ-
ment [6–9].

Stability is the major concern with using Jatropha curcas
oil as engine fuel. Poor oxidation and thermal stability
result in gum formation leading to problems with long
storage [10,11]. Among various non-edible oil sources,
jatropha oil has the potential to produce a large quantity
of biodiesel [12,13]. Double bonds in the mono-alkyl esters
of biodiesels are responsible for the oxidation process,
which begins with the loss of hydrogen atoms [14]. After
that, newly developed radicals react with oxygen, forming
peroxide, giving rise to more alkyl radicals. Furthermore,

this process consumes esters and ends with the formation
of stable compounds like ketones, aldehydes, etc. [5,15,16].
These are more harmful emissions than HC and CO.
Petroleum oils are stable at distillation temperature.
Straight-run gasoline (or ‘naphtha’) is a result of fractional
distillation of crude oil that boils between 30 �C and
roughly 200 �C [17]. Vegetable oils contain unsaturated
compounds that oxidize at room temperature to 250 �C,
leading to the formation of polymeric compounds by a
condensation reaction [18].

Thermal analysis techniques are being used to analyze
thermal stability, oxidative reaction, volatilization, decom-
position, and combustion [19–21]. One technique used to
evaluate thermal stability is thermogravimetric analysis
(TGA). This approach elucidates the physical (adsorption,
desorption, and phase transitions) and chemical (chemi-
sorption and thermal decomposition) phenomena of the
substances being described [20]. Several researchers con-
ducted thermal analyses to better understand the combus-
tion behavior and stability of fossil fuels, which has a
substantial impact on the industrial economy [22,23]. Farias
et al. [24] examined biodiesel blends’ thermal stability in
20% passion fruit, 20% castor oil biodiesel, and 20% bio-
diesel blend of passion fruit and castor oil. The TG curve
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indicated a higher stability of castor oil biodiesel when
compared to that of passion fruit. The presence of oleic
and linoleic acids in the passion fruit leads to low thermal
stability due to high oxidation. Blends of passion fruit and
castor oil biodiesel (1:1 proportions) indicate high thermal
stability, whereas high stability in 1:2 proportions is due to
the ricinoleic acid content in castor oil. Santos et al. [25]
have investigated the thermal stability and physicochemical
properties of biodiesels produced from cotton, sunflower,
palm oil, and their B10 blends. The TG curve of the palm
oil indicates a high initial temperature of decomposition
and two mass loss steps, whereas there is one mass loss in
the case of sunflower oil and cotton oil. The high onset
temperature of cotton oil biodiesel indicates high thermal
stability compared to palm and sunflower oil biodiesel.
Blends have a high decomposition temperature. Volli and
Purkait [26] have examined the thermo-chemical behavior
of mustard, soybean, olive, and karanja oils. They con-
ducted Thermogravimetry-Derivative Thermogravimetry
(TG-DTG) experiments in a nitrogen atmosphere up to
600 �C with heating rates of 10, 20, 30, 50, and 100 �C/min.
They observed a single stage of decomposition. High acti-
vation energy was noticed in karanja, followed by soybean,
mustard and olive oils. Dwivedi and Sharma [27] studied
the oxidation and thermal stability of Pongamia biodiesel
deterioration in long storage. They examined the oxidation
stability, onset and offset temperature, and activation
energy for various blends of Pongamia biodiesel with
100–500 ppm of pyrogallol (PY) antioxidant and 0.5–2mg/L
iron metal contaminants. Thermal degradation of the sam-
ples follows the first-order reaction. The addition of PY
antioxidants increases the induction period and activation
energy, which will be decreased with the addition of iron
metal contaminants. John et al. [28] used fuel properties

following spectrometric methods like Gas Chromatography
Mass Spectrometry (GC-MS), and Fourier-transform infrared
spectroscopy (FTIR) with TG-DSC to assess the quality of
hemp (Cannabis sativa L.) biodiesel. The results of
Differential scanning calorimetry (DSC) and TG-DTG are in
good agreement with the GC-MS and FTIR results.
Wnorowska et al. [29] examined the effect of fuel additives
on different fuels to analyze the combustion profiles.
Halloysite was used as a fuel additive and generated TG-
DTG profiles for analyzing the combustion profile.

Leonardo et al. [30] used thermogravimetry methods to
determine the volatility parameters for diesel S10 fuel.
Platinum and aluminum pans are used for experimentation
from ambient temperature to 580 �C with a heating rate of
10 �C/min. Experiments were performed in both closed and
open pans. When using open pans, boiling occurs at a
lower temperature due to the dragging effect of purge
gas. Donoso et al. [31] considered the biowaste generated
from the wine industry in their oxidation stability study.
Grapeseed oil fatty acid ethyl ester and methyl esters were
obtained from grape marc and bioethanol. Grapeseed oil
ethyl ester satisfies the European Standard (EN) 14214
standard except for oxidation stability. Natural antioxidants
obtained from the extraction process were added to bio-
fuel. Grapeseed oil fatty acid methyl ester showed
improved oxidation stability compared to ethyl esters. The
addition of an antioxidant improved the oxidation stability
of grapeseed oil ethyl ester, but has no effect on
methyl esters.

The bulk of the publications in the literature completed
engine research by empirical testing; this is time-consum-
ing and it takes a huge quantity of fuel to forecast the
combustion behavior. These experiments can be minimized
through TG-DSC analysis. In the present work, thermoana-
lytical methods have been adopted to analyze the combus-
tion behavior, which requires small samples. This paper
examines the thermal behavior of diesel, Jatropha oil
methyl ester (JOME), and its 20% JOME blend with diesel
(B20) blend from the profiles of DSC and TG-DTG under
atmospheric air. The novelty of this study is to compare
diesel, Jatropha curcas biodiesel, and a 20% blend of jatro-
pha biodiesel and diesel using the abovementioned

Figure 1. Biodiesel and its blends produced from Jatropha curcas.
JOME: Jatropha oil methyl ester B-20: JOME/B20 JOME: 20% jatropha biodiesel blend with diesel

Table 1. Composition (wt%) of diesel, JOME and ASTM biodiesel.

Element Diesel Jatropha methyl ester ASTM biodiesel

Carbon (C) 83.80 75.02 77
Hydrogen (H) 12.2 12.00 12
Nitrogen (N) 0 – –
Sulfur (S) 0.23 – 0.05
Oxygen (O2) 1 9.82 11
C/H ratio 7.0 6.3 –
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methods. Peak combustion temperature, enthalpy, onse-
t–offset temperature, stability, ignition, and burnout tem-
perature are reported. The DTG curve is utilized to evaluate
the combustion index (S) and intensity of combustion (Hf).
This study analyzes combustion behavior and storage con-
ditions, which will be helpful in optimizing fuel blends,
thereby reducing the number of engine bench tests.

Materials and testing

Materials

JOME was procured from the Centre for Information and
Demonstration of Biofuels Production and Research
(CIDBPR), Biofuel Park Madenur, Hasan. Jatropha curcas L. is
a poisonous, semi-evergreen shrub or small tree, reaching
a height of 6m. This plant originated from Mexico.
Portuguese traders spread it across Asia and Africa as a
hedge plant. It belongs to the family Euphorbiaceae [32].
The blends of JOME (i.e. B20 JOME) were homogenized ini-
tially with a magnetic stirrer for 10min, followed by 20min
in an ultrasonicator. Appropriate glassworks are used while
preparing the blends by volumetric proportion (pipette,
graduate beaker, and volumetric flask). Figure 1 shows the
prepared biodiesels (JOME and B20 JOME).

Table 1 gives the composition of diesel, JOME and
American Society for Testing and Materials (ASTM) bio-
diesel, whereas Table 2 presents the properties of diesel,
JOME, and its B20 blend. JOME has less carbon and hydro-
gen content and a lower calorific value compared to diesel
due to its significant content of O2 [33]. Table 3 gives the
fatty acid content of JOME. A high level of unsaturated fatty
acids, 61.5%, reduces the fuel quality [34]. Saturated fatty
acids like palmitic (16:0) and stearic (18:0) acids are more sta-
ble than unsaturated fatty acids like oleic (18:1) and linoleic
(18:2) acids, resulting in lower fuel quality.

Fourier transformer infrared spectroscopy

FTIR is used to determine the presence of different functional
groups in the sample. It is also used to investigate the com-
pounds formed by the transesterification of JOME.
Interpreting infrared (IR) spectra is of immense help in struc-
tural determination. IR spectroscopy analysis also clarifies the

concentration of bands using transmittance values. IR spectra
are recorded in the range of 3000–700 cm�1. A Perkin Elmer
Spectrum Two FT-IR instrument made in the USA was used
for the experimentation.

Thermal property analyzer

Physical properties (like density, viscosity, thermal conductiv-
ity, and specific heat) are essential for analyzing the transient
phase. Experimental evaluation of these transport properties
is involved due to variation in composition from one fuel to
another. Because of decomposition, measurements are com-
plex over-temperature levels. They are useful in understand-
ing the intermolecular interaction among different biodiesel
molecules and the combustion behavior. Thermal conductiv-
ity, specific heat, and thermal diffusivity were determined
using a Hot Disk TPS 500 Thermal Constants Analyzer made
by the Hot Disk Corporation, Sweden (see Figure 2). The TPS
500 measures the properties accurately and rapidly using two
types of sensors: Kapton sensors (:7577�, 5465, 5501) and
Teflon sensors (:7577�, 5465, 5501). The TPS method is based
on the transiently heated plane source.

TG-DSC combustion experiment

DSC measures the heat flow of transition in materials in terms
of temperature and time. DSC curves were obtained using an
model NETZSCH STA 449F3 calorimeter made by the
NETZSCH group, Germany (Figure 3). Atmospheric air was
chosen as a medium. The heating rate was 10 �C/min. DSC
consists of T-Zero calibration and enthalpy/temperature cali-
bration. Two experiments were performed in T-Zero calibra-
tion: (i) without a sample to obtain the baseline and (ii) with
a large (95mg) sapphire disk on both samples and reference
positions (without the pans). In enthalpy/temperature calibra-
tion, a standard metal (viz. indium) was heated to its melting
transition and the heat of fusion was compared with its the-
oretical value. During experimentation, the alumina crucible
pan was selected and hermetically sealed with a universal
crimper, avoiding the splashing of the sample outside the
pans and preventing sensor failure. Care was taken while

Table 2. Properties of diesel and biodiesel.

Fuel
Calorific

value (MJ/kg)
Kinematic

viscosity @40 �C (cSt)
Cetane
value

Density
(kg/m3)

Flash
point (�C)

Pour
point (�C)

Cloud
point (�C)

Diesel 44.22 2.87 47.8 840 76 �3 6.5
JOME 39.79 4.73 52 862.2 182.5 3 3
B20 JOME 44.10 3.99 49 840.2 93.5 �3 4

Table 3. Structure and fatty acid composition (%) of JOME.

Fatty acids Structure Composition (%)

Lauric 12:0 –
Myristic 14:0 5
Palmitic 16:0 22
Stearic 18:0 5.5
Oleic 18:1 49.5
Linoleic 18:2 12
Linolenic 18:3 0.2
Arachidic 20:0 0.5
Others 4
Saturated 38.5
Unsaturated 61.5

Figure 2. Hot Disk TPS 500 Thermal Constants Analyzer.
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performing experiments with liquid samples. DSC curves were
analyzed in terms of reaction intervals, peak temperature,
heat flow, and enthalpy. TG analysis was performed to record
mass loss in terms of increasing temperature in a controlled
environment. TG-DTG curves provide data for pure com-
pounds or mixtures. The curves are analyzed for stability,
weight loss, maximum decomposition temperature, and onset
and offset temperatures.

Combustion characteristics of biodiesels

The combustion characteristics of diesel, JOME, and their B20
blend were evaluated in the air. Ignition temperature (Ti) is cal-
culated as follows. Let Tmax be the temperature at DTGmax.
Draw tangent lines on the TG-curve at the beginning of the
TG curve and at Tmax: The intersection of these tangent lines
will be at the ignition temperature (Ti), as shown in stages 1
and 3 of Figure 4. At burnout temperature (Tb), 98% of conver-
sion (a) occurs at the single stage of the combustion process.

The conversion að Þ is defined as

aT ¼ w0�wT

w0 � wf
� 100% (1)

Here, w0 and wf are the weights at the beginning and
at the end of combustion. wT is the mass at temperature T.

The ignition index Dið Þ and the burnout index Dbð Þ are
defined as

Di ¼ DTGmax

Tmax � Ti
(2)

Db ¼ DTGmax

DT0:5 � Tmax � Ti
(3)

DT0.5 is the half peak width of the DTG curve.
The combustion index (S) is defined as

S ¼ DTGmax � DTGmean

Tb � T2i
(4)

DTGmean is defined as

DTGmean ¼ /Tb� /Ti
ððTb�TiÞ=bÞ (5)

The intensity of combustion, Hf, is defined as

Hf ¼ Tmax � ln
DT0:5
DTGmax

� �
� 10�3 (6)

S is the parameter of combustion index and ignition,
and a high value for burnout characteristics represents bet-
ter combustion properties in Equation (5). Hf is the

intensity of the combustion process, where a lower value
indicates better combustion properties in Equation (6).

Results and discussion

Fourier transformer infrared spectroscopy

The FTIR spectrum of diesel is shown in Figure 5, indicating
two strong bands of symmetric and asymmetric stretching
vibration of C-H, at 2922 cm�1 and 2854 cm�1, respectively.
The band at 1745 cm�1 indicates a small variation in
stretching vibration due to the carbonyl group (-C¼O).

Figure 6 shows the FTIR spectrum for JOME. As in diesel, the
stretching vibration results in two strong bands (viz. symmetric
and asymmetric stretching vibrations of C-H), at 2923cm�1 and
2854cm�1, respectively [36]. The band at 1742cm�1 indicates a
small variation in stretching vibration due to the carbonyl group
(-C¼O). The bending vibration of CH2 and CH3 groups of bio-
diesel shows variations in the strong peak at 1463cm�1. Due to
the wagging vibrations of the CH2 group, the biodiesel has a
strong peak at 1169cm�1 [37], while the peak at 722cm�1 indi-
cates the rocking vibration of¼C-H groups.

Figure 7 shows FTIR spectra for B20 JOME. As in diesel
and JOME, the stretching vibration results in two strong
bands (viz. symmetric and asymmetric stretching vibrations of
C-H), at 2922 cm�1 and 2854 cm�1, respectively. The band at
1745 cm�1 indicates a small variation in stretching vibration
due to the carbonyl group (-C¼O). The bending vibration of
CH2 and CH3 groups of the biodiesel shows variations in
strong two peaks, at 1465 cm�1 and 1378cm�1. Due to the
wagging vibrations of the CH2 group, the biodiesel has a
strong peak at 1170 cm�1, while the peak at 723 cm�1 indi-
cates the rocking vibration of¼C-H groups.

Thermal properties

Transport properties, shown in Table 4, varied in the following
order: diesel> B20 JOME> JOME. Diesel possesses a high cal-
orific value compared to JOME and B20 JOME [36]. In diesel,
carbon numbers range from C5 to C12 (i.e. a low carbon num-
ber is attached to hydrogen). Decomposition of this structure
is easy compared to fatty acid methyl esters (FAME) of bio-
diesel. Therefore, diesel possesses better transport properties
when compared to JOME and B20 JOME.

Due to weaker double bond presence and a structure pos-
sessing oxygen content, biodiesels exhibit low transport prop-
erties compared to diesel and B20 blends [38]. Diesel
molecules have long-chain hydrocarbons and low ignition

Figure 3. TG- DSC Instrument, make NETZSCH STA 449F3.
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temperature when compared to JOME. B20JOME properties
merely match those of the diesel. This is the reason why the
transport properties of the B20 blend are within the range of
diesel and biodiesel. Kinematic viscosities of diesel, JOME, and
B20 JOME are 2.87, 4.73, and 3.99 cSt, respectively. The diesel,
JOME, and B20 JOME densities are 840, 862.2, and 840.2 kg/
m3, respectively. Both viscosity and density decrease with
increasing temperature, leading to buoyancy force. It will be

opposed by the viscous force for the heat flow. Transport
properties decrease with increasing biodiesel content [39,40].
B20 JOME will be an alternative to diesel.

DSC analysis

Generally, the combustion of hydrocarbons exhibits an exo-
thermic reaction. The DSC thermogram of diesel (Figure 8)

Figure 4. Combustion stages from the TG-DTG curve [35].

Figure 5. FTIR spectrograph of diesel.

Figure 6. FTIR spectrograph of JOME.
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indicates an endothermic reaction at 34–100 �C. This is known
as an evaporation zone, and it is where the fuel prepares for
combustion by evaporating a small fraction occurring through
one step endothermic cracking reaction. It is termed diesel
distillation [41,42]. Combustion peak temperature occurs at
250.4 �C with enthalpy 130.4 J/g as diesel consists of C5–C12
with a boiling range of 180–371 �C. Further, it starts burning
and dissipating more energy to the environment.

The DSC combustion curve of JOME (Figure 9) exhibits a
reaction zone occurring at 43–435 �C with a peak at 292.1 �C.
The combustion reaction zone of biodiesel occurs at a high-
temperature range when compared to diesel; the direct use
of biodiesel results in hard burning in engine motors. A high
cetane number of fuels in engines means they experience a
short delay in biodiesel burning [9]. Biodiesels with a low
cetane number have a lead time that produces a delay in
burning, resulting in insufficient engine performance [43,44].
Biodiesel has a faster combustion behavior and a higher com-
bustion temperature than conventional diesel due to its
higher oxygen content. A higher cetane number in JOME
yields a short delay time in fuel combustion, and more time
is taken for complete combustion. JOME’s combustion reac-
tion range, as well as its combustion peak temperature, can
be expected to be higher compared to those of diesel [38].

The combustion of JOME exhibits an exothermic reaction in
the air due to a weaker double bond presence [45,46].

The combustion thermogram of the B20 blend (Figure 10)
is very close to that of diesel, with a reaction zone occurring
at 63–465 �C. Initially, it shows an endothermic reaction up to
63 �C. The peak temperature of combustion in Table 5 is
266.5 �C, close to that of diesel, with an enthalpy of 147.5 J/g.
In the first reaction, interval combustion of diesel takes place,
whereas in the second reaction, interval biodiesel combustion
takes place [47]. Biodiesel and diesel molecules create a
homogeneous mixture. Hence, B20 combustion is close to
that of diesel, and the reaction starts early, resulting in easy
combustion. From the action region of the DSC combustion
curve [48,49], the cetane number of biodiesel is found to be
lower than that of diesel. Blending is necessary. Otherwise,
direct use of biodiesel in the engine results in a time delay
leading to insufficient engine performance. Table 5 compares
the reaction region, peak temperature of combustion, heat
flow, and enthalpy.

Thermal stability analysis

The TG-DTG curve of diesel in synthetic air presents one
complex mass loss step at 40–280 �C. Behavior and

Figure 7. FTIR spectrograph of B20 JOME.

Table 4. Thermal conductivity, thermal diffusivity and specific heat capacity.

Sample Thermal conductivity (W/mK) Thermal diffusivity (mm2/s) Specific heat (MJ/m3K)

Diesel 0.3381 1.325 0.2553
JOME 0.2358 0.4116 0.5728
B20 JOME 0.3087 0.7944 0.3886

Figure 8. DSC combustion curve for diesel.
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properties depend on the length of diesel molecules [50].
Longer chains of molecules have higher boiling points. The
opposite properties of gasoline characterize diesel.
Hydrocarbon molecules must oxidize with the formation of
peroxides initially. Other products of incomplete oxidation
are for auto-ignition to start easily [51]. Initially, there is
evaporation and combustion of methyl esters, as well as
the evaporation and combustion of the other components
of diesel-like naphthenes, paraffin, olefins and aromatics
with C12–C18.

In the diesel TGA-DTG curve shown in Figure 11, the
combustion reaction occurs between 40 and 495.74 �C,
with a peak temperature of 184.5 �C. Diesel fuel mainly
contains C5 –C12 with a boiling range of 180–376 �C; at
around 45 �C, diesel starts to burn and dissipate energy to
the environment, and 99.50% of mass loss occurs at
498.1 �C in a 47.49min time span; the remaining 0.5% mass
loss represents soot particles which are not burned
out [52].

JOME exhibits the reaction at 140–490 �C with a peak
temperature of 277.3 �C (Figure 12). Biodiesel shows two
steps of the reaction. According to the literature, JOME has
major fatty acid contents of oleic acid, palmitic acid, lino-
lenic acid, and stearic acid, which are 49.5%, 22%, 12%,
and 5.5%, respectively. The transesterification reaction
mechanism makes the biodiesel less stable. Also, the

monoglyceride molecules make the sample less stable [53].
Initially, there is an evaporation of methyl esters followed
by the decomposition of mono, di, and triglycerides and
fatty acids with high-carbon oleic and linoleic acids [40,54].
The carbonization of the sample occurs with 1.64% weight
loss. The total loss is �98.36%. The combustion process
takes place over an interval of 47.43min. B20 JOME exhib-
its only one reaction interval, indicating better diesel and
biodiesel mixing.

Figure 13 shows the TG-DTG curve for B20 JOME. The
TG-DTG thermograms for diesel and the B20 blend are very
close to each other, and weight losses are lower than that
of pure biodiesel [55,56]. The blend starts to decompose
from 40 �C to 430 �C, with a peak temperature of 182.8 �C.
Combustion of the B20 blend takes place over a span of
47.39min with a residual mass loss of 0.73%. The first reac-
tion is the evaporation of the methyl esters and the light
fraction of carbons [57,58]. The second reaction is the
decomposition of the mono, di, and triglycerides and
methyl esters of fatty acids with high carbon content
[59,60]. Finally, the carbonization of the sample occurs
from 400 to 500 �C with a mass loss of 99.27%.

Diesel is less thermally stable when compared to bio-
diesel due to greater tension in the chains of the complex
structured biodiesel [56]. Hence, the thermal stability of the
blends decreases with an increasing proportion in the

Figure 9. DSC combustion curve for JOME.

Figure 10. DSC combustion curve for B20 JOME.

Table 5. Heat flow and enthalpy at peak temperature.

Sample Reaction region (�C) Peak temperature (�C) Heat flow (mW/mg) Enthalpy (J/g)

Diesel 34–270 250.4 �1.851 130.4
JOME 43–435 292.1 �4.727 12.05
B20 JOME 63–465 266.5 �3.808 147.5
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blend. The high viscosity of the biodiesel leads to a slow
evaporation process and high thermal stability of fuels [61].
It is observed that initially, the TG curves ascend because
of buoyancy and the molecular adsorption effect, while
TGA curves show a descending trend with increasing tem-
perature due to volatilization of weak chemical bonds and

small molecules of biodiesel blends [25,62]. A single well-
defined mass loss step could be clearly observed for all TG
curves, which describes the volatilization and decompos-
ition. The decomposition temperature increases with an
increasing proportion of biodiesel in the blend. Table 6
compares the onset, offset, reaction region, maximum

Figure 11. TG-DTG curve for diesel.

Figure 12. TG-DTG curve for JOME.

Figure 13. TG-DTG curve for B20 JOME.
T G-DT G: Thermogravimetry-Derivative Thermogravimetry B-20 JOME/B20 JOME: 20% jatropha biodiesel blend with diesel

Table 6. Onset, offset, reaction region, maximum temperature, and weight loss of biodiesels.

Sample
Onset

temperature Te (�C)
Offset

temperature To (�C)
Reaction
region (�C)

Decomposition
temperature, Tmax (�C)

Weight loss (%)
at 498.1 �C

Diesel 140 265 40–280 184.5 99.50
JOME 146 334 140–490 277.3 98.36
B20 JOME 130 230 40–430 182.8 99.27
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temperature and weight loss. JOME demonstrates low-
onset temperature and high volatility. It approaches the
characteristics of diesel and improves the fuel properties.

Table 7 presents ignition temperature, burnout tempera-
ture, and maximum DTG. Compared to JOME, diesel and
B20 blends have a shorter devolatilization stage, and JOME
degradation represents three stages of the process as
described by Ren et al. [35]. Table 8 presents the combus-
tion index, which differs in air and oxidation environments
due to combustion’s high degradation temperature [63].
Low mass degradation in the later stage is due to a low
combustion index. JOME has significant mass degradation
after the third stage, leading to high combustion and hard
burning intensity.

Conclusion

DSC and TG-DTG are useful tools for assessing the combus-
tion behavior and thermal stability of biodiesel and its
blends. Thermogravimetry and calorimetric profiles of the
samples indicate the relationship of mass loss steps to
volatilization and combustion methyl esters. On the basis
of TG curves, thermal stability is established as JOME> B20
JOME>diesel. Diesel and B20 JOME degradation start from
40 �C, whereas JOME degradation starts from 140 �C. JOME
is thermally stable up to 140 �C. This matches well with the
onset and offsets temperatures. JOME presents a lower
onset temperature and high volatility. It approaches the
characteristics of diesel and improves the fuel properties.
JOME presents more decomposition steps with high
decomposition temperatures indicative of the formation of
a more stable compound due to the oxidation process. The
combustion of the stable compounds that are formed takes
place at high temperatures. The peak temperature of com-
bustion for diesel, JOME, and B20 JOME is 250.4, 292.1, and
266.5 �C, respectively. DSC profiles of the diesel and B20
JOME show an endothermic peak related to the vaporiza-
tion of methyl esters for B20 JOME and the volatilization of
a small fraction of the diesel. Biodiesel exhibits high
enthalpy despite satisfactory performance as a fuel; its high
viscosity causes poor fuel atomization in the combustion of
the engine and serious engine problems, requiring blend-
ing with petroleum diesel. The B20 blend exhibits high
enthalpy when compared to diesel, with a reduced peak
temperature.
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A B S T R A C T   

Thermal characterization of biofuels is useful in design, modeling and operation of the systems. This article 
examines thermal behavior of honge oil methyl ester (HOME) and its B-20 blend (20% of HOME and 80% of 
diesel) along with diesel. Differential scanning calorimetry (DSC) and thermogravitometry (TG) experiments 
were performed for a heating rate of 4.72 K/s. The range of combustion temperature is high for HOME when 
compared to that of diesel and B-20 blend due to the formation of intermediate stable compounds during 
combustion. Reduction in peak temperature of combustion is noticed for diesel, whereas reverse trend is for 
HOME and B-20 blend in oxygen to nitrogen atmosphere. TG curves indicate two phases of decomposition for 
diesel as well as B-20 blend and three phases for HOME. Diesel and B-20 blend starts to decompose from 313K 
onwards whereas HOME is thermally stable up to 408K. B-20 blend exhibits low offset temperature when 
compared to diesel and HOME, whereas the reaction range occurs from 331 to 578K when compared to that of 
diesel from 313 to 553K. Complete degradation occurs at 572.9, 596 and 696K for diesel, B-20 blend and HOME. 
The behavior of B-20 blend is similar to diesel with reduced emission of harmful gases. Present TG-DSC tests will 
be useful in optimizing the engine tests with blends.   

1. Introduction 

Biodiesel is one of the alternate energy sources, which exhibits clean 
burning and have benefit of non toxic, biodegradable free of sulphar and 
carcinogenic ring components. It consists of alkyl esters of the fatty acids 
like methyl and methyl esters (medium length C16–C18) (Swathi et al., 
2016; Abdullah et al., 2013). The non-toxic, nonflammable and envi
ronmentally friendly biodiesel blends are designated by BXX in which 
XX is the %volume of biodiesel. The chemical composition of biodiesel is 
different to that of diesel, whereas it has identical fuel characteristics 
(Saxena et al., 2013; Conceição et al., 2007). Table 1 gives a comparison 
of diesel and biodiesel properties. Table 2 gives composition of diesel 
and biodiesels, whereas Table 3 presents the composition of diesel, 
HOME and ASTM biodiesel. The heating value of the biodiesel is less 
when compared to that of the diesel. Cetane number of the biodiesel is 
higher than the diesel which indicates that the biodiesel burns quickly 
(Ramkumar and Kirubakaran, 2016; Singh and Padhi, 2006). Sulphar 
emission from the biodiesel is less when compared to that of diesel. 

Biodiesel has less than 24 ppm. The fuel is environmentally friendly 
(Posom and Sirisomboon, 2014). Among the blends tested in engine, 
B-20 blend gives better efficiency close to that of the diesel (Bana
purmath et al., 2008a). Hence, 20% bending is economically good. 
Honge oil methyl esters (HOME) consist of carbon, hydrogen and sig
nificant oxygen. Having significant O2 content, HOME possesses less 
carbon and hydrogen content. Due to the reduced content of carbon and 
hydrogen, HOME will have less calorific value when compared to that of 
diesel. Being obtained from the transesterification process, it has high 
percentage of saturated fatty acid content and less unsaturated fatty acid 
contents. It exhibits high Cetane value, high viscosity leading to better 
biodiesel stability (Freire et al., 2009; Ren et al., 2014). 

Fig. 1 shows the overall transesterification reaction of the biodiesel. 
Structures in Fig. 2 show triglycerides, biodiesel and pyrolysis products. 
Experiments carried out so far described the evaporation and combus
tion mechanism of vegetable oils under different conditions of temper
ature and pressure. Heating and dilation takes place before the fuel 
vaporization when they are introduced in the diesel engine. To analyze 
the this transient phase knowledge of thermal properties like density, 
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viscosity, Thermal Conductivity, Specific heat and Thermal diffusivity 
required which are rarely available in literature. 

This paper examines the thermal behavior of biodiesel viz., HOME 
and its B-20 blend by performing differential scanning calorimetry 
(DSC) and thermogravitometric analyses. Experiments are carried out in 
oxygen atmosphere and in nitrogen atmosphere with heating rate of 
4.72 K/s to analyze the combustion and pyrolysis properties as in 
(Candeia et al., 2007) utilizing the thermal advantage (TA) universal 
analysis software. Peak temperatures, reaction intervals, percentage of 
mass loss and the enthalpy presented. TG-DTG curves are generated and 
analyzed for onset, offset temperatures, thermal stability, and maximum 
temperature of decomposition and weight losses in air. 

2. Methodology & experiments 

DSC calibration has to be done for temperature as well as for heat 
flow. Temperature calibration is done by two experiments. First cali
bration is performed without samples to get the baseline, whereas in the 
second experiment the sapphire material alumina without pan placing 
on both the reference positions. In both experiments cell is preheated, 
followed by an initial equilibrium temperature holding in isothermal for 
5 min. Temperature as well as sensitivity calibration is done in Al2O3 
furnace. Second calibration is performed with large sapphire disk 
(without pan) on both the samples and reference position. In the heat 
flow calibration standard metal is heated through its melting transition. 
The calculated heat fusion is compared with the theoretical value. The 
samples of biodiesel, diesel and their blends exhibit a unique reaction 
zone. The samples are homogenous in nature having nearly the same 
reaction interval zone. DSC combustion experiments are carried out on 
aluminum pan with heating rate of 4.72 K/s using the instrument make 
Universal TA DSC Q-20 as shown in Fig. 3. 

As studied by (Souza et al., 2007), the curve is analyzed in terms of 
peak temperature, reaction intervals and heat flow of the reactions. 
Some materials in air undergo partial combustion forming char, whereas 
in oxygen environment organics will go through complete combustion. 
This is the reason why combustion experiments are performed in oxygen 
environment (Kök., 2002). Pans are hermetically sealed to avoid dam
age formation in the DSC cell. The sample (3–5 ml) is placed into the pan 
and loaded into the DSC. As in (Zhao et al., 2012), selected the tem
perature range of 303–573 K at the starting of the experimentation and 
heating rate of 4.72 K/s. Oxygen is selected as purge gas for combustion 
experiments, whereas nitrogen as purge gas for pyrolysis experiment. 
The selected signals to analyze the data are: time (min), temperature 
(0C), heat flow (W/g) and gas flow rate (ml/min). DSC pyrolysis curves 
are analyzed using the Shimadzc instrument, DSC-60 detector. The 
samples are analyzed for the heating rate of 4.72 K/s and the flow rate of 

80 ml/min with nitrogen as atmosphere. Since the DSC analysis of liquid 
samples are difficult due to evaporation which may lead to damage of 
sensor. Whereas DSC analysis of liquid fuels still becomes difficult due to 
evaporation, non stability of complex while heating and burn out. So, 
two different DSC equipments are used. Thermal Conductivity, Specific 
heat and Thermal diffusivity are determined by experimentally by using 
Hot Disk TPS-500(Transient Plane Source) Thermal Constants Analyzer 
shown in Fig. 4. TPS-500 measures the properties accurately and rapidly 
by using two sensors Kapton sensors-7577*, 5465, 5501 and Teflon 
sensors: 7577*, 5465, 5501. 

3. Result and discussion 

Fig. 5 shows the DSC combustion curve for diesel. Combustion of 
hydrocarbons exhibits exothermic reaction. During combustion evapo
ration zone occurs. Fuel prepares for combustion a small fraction of 
diesel volatile up which occur only one step cracking reaction (it is 
termed as the diesel distillation). Combustion peak temperature occurs 
at 486.6 K (point B) with enthalpy 5.923✕105 J/kg as diesel consists of 
C17–C22 with boiling range of 523–623 K. Burning continues dissipating 
more energy to the environment. Premixed burning phase in atmo
spheric air is found to be more when compared to nitrogen. This could be 
the reason why the peak temperature of combustion reduces and 
enthalpy increases with high heat release rate. 

DSC combustion curve of HOME in Fig. 6 exhibits reaction zone in 
the temperature range 303.01–616.28 K with a peak temperature of 
616.28 K (Point C) and with enthalpy of 3.51 ✕105 J/kg Combustion 
phenomena of organic fuels like HOME generally exhibit exothermic 
reaction in air due to the presence of a weaker double bond (Atgur et al., 
2020). Most of the components in the range C14–C20 will decompose. 

Abbreviations 

B-20 blend Biodiesel 20%, Diesel 80% 
HOME Honge oil Methyl Ester 
DSC Differential Scanning Calorimetry 
TG-DTG -Thermogravitometry Derivative Thermogravitometry 
TPS Transient Plane Source  

Table 1 
Comparison of biodiesel and diesel properties.  

Fuel Calorific value (MJ/kg) Kinematic viscosity(cSt) 
@313 K 

Cetane value Density (kg/m3) Flash point (K) Pour point (K) Cloud point (K) 

DIESEL 44.22 2.87 47.8 840 349 270 279.5 
HOME 38.66 4.92 51.0 870 413 277.3 286.2 
B-20 BLEND 43.85 2.98 – 835 359 275.8 280.8  

Table 2 
Composotion of fatty acids of HOME.  

Fatty acids Structure Composition (%) 

Saturated fat  20.5 
Monounsaturated fatty acid  46 
Polyunsaturated fatty acid  33.4 
Palmitic acid 16:00 10.8 
Stearic acid 18:00 8.7 
Oleic acid 18:01 46 
Linoleic acid 18:02 27.1 
Arachidic acid 20:00 0.8 
Linolenic acid 18:03 6.3 
Behenic acid 22:00 3.2 
Myristic acid 14:00 0.23 
Capric acid 10 0.1 
Lauric acid 12:00 0.1  

Table 3 
Composition of diesel, HOME and ASTM biodiesel.  

Element weight% Diesel HOME ASTM Biodiesel 

Carbon (C) 83.80 73.20 77 
Hydrogen (H) 12.2 11.6 12 
Nitrogen (N) 0 – – 
Sulfur (S) 0.23 – 0.05 
Oxygen (O2) 1 10.8 11 
C/H ratio 7.0 6.5 –  
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Endothermic reactions range for the HOME is 616.28–673 K (see Fig. 6 
from C to D). The combustion reaction of the HOME occurs at higher 
temperature when compared to that of the diesel (Dwivedi and Sharma, 
2016). The oxidation of the HOME hardly compares to that of the diesel 
(Dantas et al., 2011). Use of biodiesel in engine causes hard burning. In a 
specific motor engine higher Cetane number fuels have shorter delay 

period (Banapurmath and Tewari, 2010; Rajasekar and Selvi, 2014). 
The DSC combustion graph of B-20 blend is shown in Fig. 7. From 

combustion thermograph, the reaction zone is 303.05–573 K with a peak 
temperature of 468.22 K (Point C). DSC combustion of the biodiesel and 
its blends exhibits only one reaction interval at which the combustion 
takes place. DSC thermo grams of the biodiesel and its blend indicate 
continuous heat flow to surroundings (i.e. exothermic reaction) during 
the combustion phenomena (Chabane et al., 2018; Conconi and Manoel, 
2013). From the DSC curve, one can conclude that the cetane number of 

Fig. 2. Structures of (a) triglycerides; (b) biodiesel; and (c) pyrolysis products.  

Fig. 1. Overall transesterification reaction of biodiesel.  

Fig. 3. Dsc Q-20, instrument make universal TA  

Fig. 4. Hot disk TPS 500 thermal constants analyzer.  
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the biodiesel is less when compared to that of the diesel. Usage of bio
diesel in the engine results in a time delay leading to the insufficient 
motor performance (Banapurmath et al., 2008b). 

For analyzing the pyrolysis mechanism of diesel, biodiesel and their 
B-20 blends, the specimens are exposed to constant heating rate of 4.21 
K/s under nitrogen atmosphere. Under the oxygen atmosphere samples 
exhibit exothermic reaction showing active oxidation reaction (Volli and 
Purkait, 2014). At high temperature (above 573K) samples exhibit 
endothermic reaction, which takes the heat from the surroundings to 
crack the molecules and release heat (Jain and Sharma, 2012). 

Fig. 8 shows the DSC pyrolysis of diesel, HOME and B-20 blend. 
Temperature in the range of 311–386 K is termed as the first reaction 
interval is going on and cracked the monoglycerides molecules. Being an 
organic type homogenous fuel, biodiesel does not require any heat for 
the small fraction volatile (Nicolau et al., 2018). Second reaction in
terval shows dissipation of more heat from the cracked molecules to the 
surroundings. During the reaction interval oxygen bonds are broken. 
C11–C24 alkyl will be going to form and the remaining molecules (C7–C11 
carboxyl group in Fig. 2) will form the sequence of reaction (Damasceno 
et al., 2013). End set temperature for diesel and B-20 blend occurs at 

nearly same temperature of 574 K, where as for HOME endset temper
ature occurs at 508.59 K its due to the endothermic behavior from this 
point onwards reaction region shifts to endothermic. Reaction intervals 
are analyzed from the area under the reaction curve to assess the reac
tion enthalpies. From Fig. 8 for the B-20 blend, the mixing rate of bio
diesel increases temperature for increasing the cracking reaction. More 
heat is required to crack the molecule, which means mixing of biodiesel 
makes the fuel more stable (Mohammed et al., 2018). 

A combustion curve of hydrocarbons under an oxidizing environ
ment normally exhibits exothermic reactions. Generally, crude oil 
samples exhibit an evaporation zone (additional zone of reaction), 
which is endothermic in nature. Similar observations in biodiesel and its 
blends are referred as fuel preparatory phase. Some biodiesels exhibit 
endothermic reaction at different structural levels for a certain range of 
temperature. Table 4 gives the peak temperature, reaction region and 
enthalpy for diesel, HOME and B-20 blend in oxygen and nitrogen 
atmosphere. 

Fig. 9 shows the TGA/DTG of diesel. Combustion reaction occurs 
between 313 and 529K with a peak temperature of 419.9K. Diesel 
contains C17–C22 with boiling range of 523–623K. At 318K, diesel starts 

Fig. 6. DSC Combustion curve for HOME (C to D Endothermic region).  

Fig. 7. DSC Combustion curve for B-20 BLEND.  

Fig. 8. DSC Pyrolysis curve for DIESEL, HOME and B-20 blend.  

Fig. 5. DSC Combustion curve for Diesel.  

V. Atgur et al.                                                                                                                                                                                                                                   



Cleaner Engineering and Technology 6 (2022) 100367

5

to burn and dissipates energy to the environment at 98.46% of mass loss 
at 572.9K with a 27 min of time span. Remaining 1.34% mass loss 
represents soot particle which are not burned out (Santos et al., 2016; 
Vinay et al., 2021). TG-DTG of HOME in Fig. 10 starts to decompose 
under nitrogen atmosphere with heating rate of 273 K/min around 385K 
with a peak temperature of 503.9K. HOME decomposition shows three 
steps of mass loss as in (Almazrouei and Janajreh, 2019). Phase-1 
decomposition (means low temperature oxidation) for HOME, corre
sponds to the removal of water content in addition to the low temper
ature volatiles (like alcohols) (Yao et al., 2014). According to literature 
major content of HOME is oleic acid, linoleic acid and palmitic acid and 
the boiling point of these acids are 541K, 503K and 623K respectively. 
Remaining acid stearic, linolenic and behenic degrades above 573K. 
Third phase of decomposition (related to the last 2% of mass, 
by-products of the fuel oxidation process) is nothing but the impurities 
(like degradation of residuals from previous phase 1 and 2) aldehydes, 
ketones, hydroperoxides and carboxylic acids. HOME degrades 
completely at 696K with a 39.28 min of time span (Silva et al., 2014). 
From the DTG curve we can analyze that from temperature 
444.4K–503.9K reaction is active and from 573K onwards reactivity 
stops. 

Broader thermal decomposition is observed in Fig. 11 for diesel due 
to the presence of several organic compounds. From the DTG profile, 
constant curve is observed beyond 503K. Above this temperature reac
tivity is zero. TG/DTG thermogram of B-20 BLEND as shown in Fig. 11 is 

very close to diesel and weight loss are lower than HOME. B-20 blend 
shows one reaction region from 331 to 578K which indicates that both 
the fuels mixed perfectly Peak temperature occurs at 446.1K (Niu et al., 
2017 ). Biodiesel and diesel molecules perform a homogenous mixture at 
20%. At 596K complete mass degraded with a time of 28.33 min. Blend 
decomposes at high offset temperature. Its temperature increases with 
increasing biodiesel content. In phase-1, lighter fractions of Napthenes, 
olefins, paraffins and aromatics are present in diesel. Decomposition 
starts followed by evaporation and combustion of methyl esters in 
HOME prior to carbonization (Chouhan et al., 2013). TG-DTG curves 
indicate shifting of oxidative atmosphere combustion process to lower 
temperature and reaction occurs quickly. Table 5 provides the onset, 
offset temperature, reaction region, maximum decomposition tempera
ture and weight loss for diesel, HOME and B-20 blend in atmospheric air. 
B-20 blend properties in Table 6 matches closely with those of the diesel. 
These properties are in good agreement with the calorimetric data. 
Future work is towards the DSC-TG experiments on various biofuel 
samples and heating rates. 

4. Conclusion 

From the DSC combustion curves, combustion temperature takes 
place for the samples in the following order: Biodiesel ⇒ Diesel⇒ B-20. 
Transesterification reaction of the biodiesel makes the triglycerides 
more ignitable. Diesel molecules have long chain hydrocarbons and low 
ignition temperature. From the combustion thermo grams the B-20 
blend has better combustion properties lower combustion temperature 
exhibiting high enthalpy. Calorimetric data presented in Table-4 reveal 
higher number of enthalpy in the oxygen environment. The first 
exothermic transition is related to the combustion of organic com
pounds. In the nitrogen atmosphere, a complete exothermic reaction 
reveals the evaporation or pyrolysis of the organic compounds. 

B-20 blend exhibits maximum enthalpy and reduced peak tempera
ture of combustion, which indicates its suitability for combustion ap
plications. Thermal stability is in the following order HOME > B-20 
blend > Diesel. High range of offset temperature is observed for the 
HOME followed by the B-20 blend. This indicates more duration of 
combustion process when compared to that of diesel. Biodiesel presents 
more decomposition steps with higher decomposition temperature by 
indicating the formation of more stable compounds due to the oxidation 

Table 4 
Comparison of peak temperature, reaction temperature range and enthalpy.  

Fuel Oxygen atmosphere Nitrogen atmosphere 

Peak Temp. (K) Reaction range (K) Enthalpy (J/kg) Peak Temp. (K) Reaction range (K) Enthalpy (J/kg) 

DIESEL 486.6 355.6–563 5.92✕105 443.03 380.3–573.69 4.32✕105 

HOME 455.52 354.1–608 3.51✕105 496.15 380.91–508.59 4.05✕105 

B-20 Blend 468.22 338–571 4.78✕105 507.59 381.92–574.79 2.98✕105  

Fig. 9. TG-DTG curve for Diesel.  

Fig. 10. TG-DTG curve for HOME.  

Fig. 11. TG-DTG curve for B-20 blend.  
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process. From the combustion profiles it is concluded that the diesel 
biodiesel blend exhibits similar behavior to diesel with major advantage 
of reduced emission of harmful gases. 

Disclosure statement 

The authors declare that there is no conflict of interests regarding the 
publication of this paper. 

Declaration of competing interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

Acknowledgement 

The author would like to express their gratitude to the Visvesvarayya 
Technological University Belgaum, University Scientific Instrumenta
tion and Facility Center, Karnataka University, Dharwad, Sophisticated 
Analytic instrumentation facility centre Indian Institute of Technology 
Madras and Thermal Laboratory National Institute of Technology Cal
icut. They are grateful to the reviewers for their constructive criticism to 
improve the clarity in presenting the work. 

References 

Abdullah, B.M., Yusop, R.M., Salimon, J., Yousif, E., Salih, N., 2013. Physical and 
chemical properties analysis of jatropha curcas seed oil for industrial applications. 
World Academy of Science, Engineering and Technology, International Journal of 
Chemical and Molecular Engineering 7 (12), 893–896. 

Almazrouei, M., Janajreh, I., 2019. Thermogravimetric study of the combustion 
characteristics of biodiesel and petroleum diesel. Journal of Thermal Analysis and 
Calorimetry 136 (2), 925–935. https://doi.org/10.1007/s10973-018-7717-6. 

Atgur, V., Manavendra, G., Desai, G.P., Rao, B.N., 2020. Experimental investigation on 
thermal conductivity and thermal degredation of Honge oil methyl ester with B-20 
blend. J. Therm. Eng. 7 (7), 1604–1613, 2021.  

Banapurmath, N.R., Tewari, P.G., 2010. Performance, combustion, and emissions 
characteristics of a single-cylinder compression ignition engine operated on ethanol- 
biodiesel blended fuels. Proceedings of the Institution of Mechanical Engineers, Part 
A: Journal of Power and Energy 224 (4), 533–543. https://doi.org/10.1243/ 
09576509JPE850. 

Banapurmath, N.R., Tewari, P.G., Hosmath, R.S., 2008a. Combustion and emission 
characteristics of a direct injection, compression-ignition engine when operated on 
honge oil, HOME and blends of HOME and diesel. International Journal of 
Sustainable Engineering 1 (2), 80–93. https://doi.org/10.1080/ 
19397030802221265. 

Banapurmath, N.R., Tewari, P.G., Hosmath, R.S., 2008b. Performance and emission 
characteristics of a DI compression ignition engine operated on Honge. Jatropha and 
sesame oil methyl esters 33, 1982–1988. https://doi.org/10.1016/j. 
renene.2007.11.012. 

Candeia, R.A., Freitas, J.C.O., Souza, M.A.F., Conceição, M.M., Santos, I.M.G., 
Soledade, L.E.B., Souza, A.G., 2007. Thermal and rheological behavior of diesel and 

methanol biodiesel blends. Journal of Thermal Analysis and Calorimetry 87 (3), 
653–656. https://doi.org/10.1007/s10973-006-7861-2. 

Chabane, S., Benziane, M., Khimeche, K., Trache, D., Didaoui, S., Yagoubi, N., 2018. 
Low-temperature behavior of diesel/biodiesel blends: solid–liquid phase diagrams of 
binary mixtures composed of fatty acid ethyl esters and alkanes. Journal of Thermal 
Analysis and Calorimetry 131 (2), 1615–1624. https://doi.org/10.1007/s10973- 
017-6614-8. 

Chouhan, A.P.S., Singh, N., Sarma, A.K., 2013. A comparative analysis of kinetic 
parameters from TGDTA of Jatropha curcas oil , biodiesel , petroleum diesel and B50 
using different methods. Fuel 109, 217–224. https://doi.org/10.1016/j. 
fuel.2012.12.059. 

Conceição, M.M., Fernandes, V.J., Araújo, A.S., Farias, M.F., Santos, I.M.G., Souza, A.G., 
2007. Thermal and oxidative degradation of castor oil biodiesel. Energy and Fuels 21 
(3), 1522–1527. https://doi.org/10.1021/ef0602224. 

Conconi, C.C., Manoel, P., 2013. Thermal behavior of renewable diesel from sugar cane , 
biodiesel , fossil diesel and their blends. Fuel Processing Technology 114, 6–11. 
https://doi.org/10.1016/j.fuproc.2013.03.037. 

Damasceno, S.S., Rosenhaim, R., Gondim, A.D., Tavares, M.L.A., Queiroz, N., Santos, I.M. 
G., Souza, A.G., Santos, N.A., 2013. Flow properties of biodiesel: correlation between 
TMDSC and dynamic viscosity. Journal of Thermal Analysis and Calorimetry 114 
(3), 1239–1243. https://doi.org/10.1007/s10973-013-3146-8. 

Dantas, M.B., Albuquerque, A.R., Soledade, L.E.B., Queiroz, N., Ary, S.M., Santos, I.M.G., 
Souza, A.L., Cavalcanti, E., Barro, A.K., Souza, A.G., 2011. Biodiesel from soybean 
oil, castor oil and their blends : oxidative stability by PDSC and rancimat. Journal of 
Thermal Analysis and Calorimetry 106 (2), 607–611. https://doi.org/10.1007/ 
s10973-011-1410-3. 

Dwivedi, G., Sharma, M.P., 2016. Experimental investigation on thermal stability of 
Pongamia Biodiesel by thermogravimetric analysis. Egyptian Journal of Petroleum 
25 (1), 33–38. https://doi.org/10.1016/j.ejpe.2015.06.008. 

Freire, L.M.S., Bicudo, T.C., Rosenhaim, R., Sinfrônio, F.S.M., Botelho, J.R., Carvalho 
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Abstract. Shear wall could be considered as a structural component which is designed to take care of 

thesideway forces which are imposed on it. These types of all play a very important role in seismically 

dynamicareas where the shear forces on the structural members increases because of earthquakes. Structural 

memberslike share where's will have more stiffness strength and or areresistant to in plane forces picture acting 

allalongthetallnessofthestructure.Anystructurewhichisprovidedwith shearwallthatarestructurallydesignedin 

correct way and detailed out properly will demonstrate an excellent performance during the 

earthquakeconditions. In the present project report a building is provided with shear wall three different 

locations in 3different models and the performance of the structure is observed. This way we can analyze the 

performance ofthe structure as well as the share with respect to the position of the provided shear wall. This 

project is carriedouttocalculatetheperformanceofprovidedshearwallwithreferencetoseismicactivities. 
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I. INTRODUCTION 

The reaction of any structure during seismic loading will straight away depends on the sideway 

loadresisting structural system.We have varieties of sideway load resisting structural systemtotake care of 

sideway load like seismic and wind forces but only a few of them are really very effetely w.r.t performance and 

cost.However, when one type of sideway load resisting structural systemdoesn't prove itself sufficient or 

effectivewecanstillgowithcombinationofdifferentsidewayloadresistingstructuralsystemstofacethelateralloads.It 

has been observed that rather than regular shaped buildings or structures irregular shaped structures are 

moreunstable against lateral loads. Hence in such structures provision of sideway load resisting structural 

systembecomes very critical. By providing these typesof system we can reducethe damage to the structure 

bycontrollingvariousseismicparameterslike storydrift, displacementetc. 

The selection of type of building structures becomes very important in earthquake prone areas. A 

verycommon source of damage during the earthquake to the structure is the shape of the structure itself. 

Secondreason is the placement of the shear wall in the structure. A poor placement of a shear wall done during 

thedesignmay cause damage to the structure rather than reducing the damage. This may even become the 

reasonfor the failure of the entire structure.Especially now a day’s architects are proposing a lot of irregular 

shapedstructure which look unique by their shapes. In such structures position of shear wall becomes a challenge 

as wehave to bare in mind that the purpose, functionality of the building should not be disturbed and at the same 

timethe beauty of the building should not also be affected. This becomes achallenge since we as a design 

engineershavetofulfillthestructuralaswell asarchitecturalrequirements. 

 

a.  ShearWall 

A shearwall caneasily be considered as one on the structural element whose primary functionis toface 

and withstand sidewise forces i.e the forces which are acting at right angles to the plane of the shear walls.In 

case of slender/long walls in which the deformation due to bending is predominant, these shear walls 

willwithstand the loads by cantilever action. Or we can say shear wall are those category of vertical 

structuralmembers which can also be called as sideway force withstanding system. For lean walls in which the 

bendingbuckle is high, Shear wall takes care of the loads due to Cantilever Action. Or we can also say, it can 

beconsideredas uprightelementswhichworkashorizontalforceresistingsystem. 

In structural engineering field a shear wall could be taken in to consideration as a structural 

systemwhich is consisting of shear panels, these are also called as braced panels. These are provided to 
encounter theeffectofsidewayforceswhichmayactonthestructureintheformofsayseismicforces orwindloads. 

http://www.ijres.orgvolume10issue4?2022?pp.08-14/
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In any structure a inflexible and upright diaphragm will be able to transfer any sideway forces from the 

exteriorwalls, floors and roofs to the earth through thefoundation in the direction which is parallel to the plane 

ofshear-walls. 

Astrongsidewayforcesalongwithtorsionforcesareproducedduringtheearthquake,wind,differentialsettlem

entofthefoundations,unevendistributionofliveload.Alloranyoneoftheseorcombinationofthesemaycausedamagetot

hestructureoreventhefailureofthestructures. 
 

II. OBJECTIVES 

Belowarethemajorobjectivesofthisproject. 

 Carryingoutanalysis usingresponsespectrummethodforseismiczoneV 

 Toascertaintheeffectofearthquakeonhighrisestructureswhichhavedifferentshearwallconfigurations. 

 Toascertainthebehaviorofthebuildingduringearthquakebyprovidingshearwallatpredefinedandwellplanne

dlocationsofthebuilding. 

 Thecomparetheresultsofvariousanalysisresultsw.r.tearthquakefordifferentpositionoftheshearwalls. 

 Togain knowledgeofbehaviorofshearwallanditsconfigurations. 

 

III. SCOPEOFTHEPROJECT 

Analyzing all the three models using response spectrum analysis method zone V using three 

differentcombinations of shear wall using a commonly used analysis and designsoftware Etabs and obtaining 

theanalysisresults. 

 

IV. PROBLEMSTATEMENT 

InthisprojectaG+12floorsbuildingisusedtoperformtherequiredtask.The buildinghas7spansof 
6.0 m each on X direction & 5 spans of 7.0 m on Y direction,Floor to floor height of 3.2 m is considered.Height 

between the plinth and foundation is considered as 1.52 m. Column of 700 mm X 700 mm is considered.Beams 

of 500mm X 600 mm are considered. Slab thickness of 200 mm is accounted. It is assumed to be anoffice 

building hence in general office area live load of 4.0 kN/sqm and in common area like corridor, balconyand 

staircase itis taken as 3.0 kN/sqm. To obtain live load IS 875 part 2 is followed. Whereas self weight 

ofvariousbuildingmaterialslikebricks,concrete,plastering,mortar etcareobtainedfromIS 875Part-1. 

After obtaining all these values from code, wall load in the form of UDL is calculated after 

deductingthebeamdepthsandthesameisappliedalongtheperipheryofthebuildingwhichactsasexteriorwall. 

Three models were generated using ETABS. First model is provided with the shear wall at all the 

fourcorners in L shape. The second one is provide with shear wall at the centre of each face, thus 4 shear walls 

wereprovided on all the four faces. In the third model shear wall is provided at the centre or core of the 

buildingwherelift&staircasearelocated.Inthirdmodelbothliftandstaircasearesurroundedbyshearwalls. 

Once all the three models were created analysis was performed on all the three models and then 

thecomparison of various results was carried out by tabulating the results. Comparison was also done in 

graphformat. At the end of the report conclusion is drawn. Response spectrum analysis(RSA)method is used in 

thisprojecttoobtaintheresults. 

 

Ground +12 floor building structure is created which is aconventionalreinforcedconcretebuilding.Thebuilding is 

rectangle in shape and the dimensions are expressed in subsequent pages. Loads taken in to 

accountaredeadload,imposedloadasperIS875part-1andpart– 

2 respectively and seismic load as per IS:1893(Part-1)- 2002.    Analysis is carried out by RSA for seismic 

zoneV ofIndia. Z=0.36,I=1.0,R=5.0,dampingratio=5.0% andsoiltype=IIisconsidered. 

Duringtheentireprocess someassumptions weremadeandarelistedbelow. 

1) Thisisanofficebuilding,thusthemainfocus isontheresponseofframeconfiguration's. 

2) Story1hasplinthbeamonlyandnoslabsareprovidedastheseplinthbeamswillrestdirectlyontheground. 

3) Thecentreofcolumnsandbeamsareinline.Thisisdoneinordertoavoidanyeccentricity.Thesoftware 

willdoitbydefault. 

4) Forallthestructuralelementsconcretegradeof M30 andsteelgradeofFe500areconsidered. 

5) Allthelowerends ofcolumns whererepresentsthefootingsareconsideredasfixedends 
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V. RESULT 

a. Deflection Shapeforall3 Buildings 
 

 

b. BaseReactionsinXdirection 
 

 

 
 

c. BaseReactionsinYdirection 
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StorydisplacementinXdirection 

FloorSWatCornerSWatCenter SW atCoreStory12 29.252 31.324  34.31 

Story11 26.78 29.325 32.159 

Story10 24.107 27.01 29.609 

Story9 21.279 24.406 26.756 

Story8 18.318 21.516 23.62 

Story7 15.271 18.377 20.246 

Story6 12.202 15.048 16.698 

Story5 9.192 11.619 13.054 

Story4 6.345 8.216 9.423 

Story3 3.79 5.018 5.955 

Story2 1.69 2.271 2.833 

 

 
 
 

 

d. StoryDisplacementinX direction 
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VI. CONCLUSION 

On the basis of above study for G+ 12 building with 3 different configuration of shear wall below 

conclusionswere drawn: 

1) A building which is provided with shear wall at right places will have more rigidity to resist 

sidewayloadslikeseismicandwindloads 

2) Base shear is maximum in the building with shear wall at corner due to obvious reason that the 
totalweigh of structure is more in first model as the area and volume shear wall is more in comparison with the 
othertwo. 

3) In building with shear wall at corners is the most rigid when compared with the other two 

buildings.Thisisevidentfromstorydisplacementforallthe 3buildings. 

4) Themodalperiodisalsotheleastin thebuildingwithcornershear wallincompressiontoother two. 

5) Thus by looking at the above values, points and comparison it is clear that for the chosen shape, size 

ofthe building if we provide the shear wall at the corner the building will be more rigid and will be able to face 

theseismicwavesforthegivezone effectively. 
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Abstract 
Ground Water quality plays a key role in groundwater management and quality 

protection; hence it is very much essential to appraise the groundwater quality not only 

for its current needs but also a probable source of water for upcoming consumption. 

The study area selected was ground water of Honnali Taluk, Davangere district, 

Karnataka, India. In our study, first we mark the sampling locations in twenty five 

different zones of the city, then locations were established and groundwater samples 

were collected. In the present work an attempt has been made to identify the ground 

water quality of the region in Pre monsoon, monsoon and Post monsoon phase in year 

2020. The physico-chemical variables like pH, electrical conductivity, total hardness, 

total alkalinity, chloride, fluoride, sulphate, sodium, potassium, calcium, magnesium 

and nitrate were chosen to analyze the potable ground water quality of the city. Better 

water quality was found in Pre-monsoon season than Post-monsoon season. Extent of 

pollution happened due to over utilization of ground water, urbanization and 

anthropogenic activities. TDS shows highly positive correlation with EC in pre 

monsoon and post monsoon indicating. In some of the area, nitrate concentration 

increases in post monsoon.

 
Keywords: cyclic, ground water, TDS, EC, correlation, topography 
 

 
 

Introduction 
Groundwater, the water present in an aquifer matrix locked below the sub-surface in the waterlogged zone, act as the primary 

shield against deficiency for both human necessities and flora production (Siebert, 2010) [1]. Significance of groundwater for 

irrigation in India has been enhanced in the current years, especially due to the fact that groundwater proposes consistency and 

elasticity in contact to water that irrigation channel can play competition (Abbas Abbasnia, et al., 2018) [1]. 

Ground water is the most significant source of water supply for drinking purposes in rural zones. Ground water quality acting 
an chief role in groundwater security and quality conservation. Hence, it is very important to appraise the ground water quality 

not only for its current use but also from the view point of a probable source of water for upcoming utilization (Kori, et al., 2006) 
[7]. Water sources accessible for drinking and other household needs must acquire high degree of purity, free from contamination 

(Machiwal,, et al., 2018) [8]. 

In India severe water shortage is becoming common in several parts of the country, especially in arid and semi-arid provinces. 

Due to enhanced in population and human activities, the quality of groundwater is degrading in day to day life. The opportunity 

of groundwater contamination is due to the current usage, application and decreasing in the surface water availability, the 

discharging industrial waste into surface water, municipal and household into the nearby watercourse and surface water bodies. 

The majority usage of groundwater for agricultural activity are enhancing the ionic strength of the groundwater and making it  

more salty (Karthikeyan, et al., 2013) [6]. Water pollution is the situation of deviation from pure condition, whereby its normal 

reactions and properties are affected. Motivated environment problems often reproduce the changes in technology (Singh, et al,  

2002) [12].   
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Materials and methods 

Location Details 
Geologically rocks of granodiorite and granite associated 

with iron and manganese ore bands. The rock formations are 

joined and are traversed by doleritic Dykes, Weathering in 

hard rock’s is limited to 5 meters from ground level where as 

in schist and phyllite extends upto 20 meters.  

 

Experimental Work 
Present study comprises of interpretation and analysis of 

ground water samples collected from different locations at all 
over Honnali taluk. In our study, first we mark the sampling 

locations in five different zones of the city, then locations 

were established and groundwater samples were collected. 

The samples were analyzed for different physico-chemical 

parameters and results were carefully studied and analyzed. 

The present study provides a detailed description of the 

physicochemical parameters level in groundwater. Total 

twenty five representative ground water samples were 

collected during the year 2020. 

 

Collection and Analytical procedure for Samples 
Ground water samples were collected in plastic bottles, which 

were previously thoroughly washed with tap water and rinsed 

with double distilled water. Groundwater level in the wells is 

documented and pH of groundwater samples is measured in 

the field using a handy pH meter. In the present study bore 

well water samples are collected after pumping the water for 

10 min. Samples collected are transported to the laboratory 
and filtered using 0.45-μm Millipore filter paper. The fluoride 

concentration of groundwater samples is determined using 

Specific Ion Electrode method (APHA 2005). The samples 

were collected in both pre and post periods. Preservation of 

water samples and chemical analyses were carried out as 

using standard methods. Analysis was carried out for various 

water quality variables such as pH, electrical conductivity 

(EC), Total Dissolved Solids (TDS), total hardness (TH), 

calcium (Ca++), total alkalinity (TA), chloride (Cl-), 

magnesium (Mg++), sodium (Na+), potassium (K+), 

Sulphate (SO4-), Fluoride (F-) and nitrate (NO3
-) were 

estimated using standard method laid out by the American 

Public Health Association (APHA 2005). The groundwater 

sampling locations and dumpsite are depicted in Fig. 4. 

 

Results and discussion 

Groundwater quality for drinking purposes 
Electrical Conductivity (EC) in µ mhos/cm: Electrical 

conductivity (EC) is a measure of water capacity to convey 

electric current. It signify the amount of total dissolved salts 

EC values were in the range of 2460.0 µ mhos/cm at 

Anjaneyapura [S-11] to 552.0 µ mhos/cm at Benakanahalli 

(Infront of Govt.Hospital) [S-25] during pre monsoon period 

given in Table 1. High EC values were observed in 

Anjaneyapura [S-11] during post monsoon season and 

minimum EC value in Benakanahalli (Infront of Govt. 

Hospital) [S-25] during pre monsoon period indicating the 

presence of high amount of dissolved inorganic salts in 

ionized form. 

Total Alkalinity (TA) in mg/L: Alkalinity of water is its 

capacity to neutralize a strong acid and it is normally due to 

the presence of bicarbonate, carbonate and hydroxide 

compound of calcium, sodium and potassium. Total 

alkalinity values for most of the investigated samples were 
found to be higher value prescribed by WHO. Alkalinity was 

found in the range of 713.0 mg/L in Channambapura (infront 

of Mallikarjuna house) [S-23] to 363.0 mg/L in Bidaragadde 

(Basavanadurga) [S-4) Post monsoon and 263.0 mg/L 

Bidaragadde (Basavanadurga) [S-4] to 679.0 mg/L in 

Chikkahalivana (Opp to SriKari college) [S-5] Pre monsoon 

given in Table 1. Alkaline water may reduce the solubility of 

metals. The alkalinity varies in agreement with the 

fluctuation in the pollution load (Parashar, et al., 2006) [9]. 

Total Hardness (TH) in mg/L: Hardness is the property of 

water which prevents the lather formation with soap and 

swells the boiling points of water hardness of water mainly 
depends upon the amount of calcium or magnesium salts or 

both. The hardness values shown range from 170.05 mg/L to 

745.02 mg/L. The values for sample from point in Bijogatte 

(In front of Primary Health Centre) [S-16] and 

Channambapura (in front of Hospital) [S24] were higher than 

the prescribed limit. In some areas of the city, the hardness is 

very high, also beyond permissible limit. It is due to rocks 

bearing salts of Calcium and Magnesium. BIS has prescribed 

desirable limit of total hardness is 200 mg/L and permissible 

limit in the absence of alternate source is 600 mg/lit (De, 

2002). 

Calcium (Ca++) in mg/L: Calcium is directly related to 

hardness. Calcium concentration ranged between 40.10 mg/L 

[S-17] during pre monsoon season to 196.40 mg/L [S-10] and 

found below permissible limit of WHO and BIS in the entire 

study period and all the sampling locations.  

Magnesium (Mg++) in mg/L: Magnesium is directly related 

to hardness. Magnesium content in the investigated water 
samples was ranging from 7.01 in Belimallur (Near Main 

road) [S-2] mg/L to 43.20 mg/L in Chilapura [S-22] during 

which were found within WHO limit. 

Sodium (Na+) in mg/L: Sodium concentrations were found 

in between 16.90 mg/L and 17.61 [S-5] to 50.60 mg/L and 

54.60 mg/L [S-7]. In the entire study all the sampling 

locations were showed lower sodium concentration than the 

prescribed limit by WHO and BIS.  

Potassium (K+) in mg/L: The major source of potassium in 

natural fresh water is weathering of rocks but the quantities 

increase in the polluted water due to disposal of waste water 

Potassium content in the water samples varied from 0.89 

mg/L [S-3] during pre monsoon season to 4.73 mg/L [S-17] 

during post monsoon season. It is found that the contents of 

potassium in site S-17 and S-12 is higher ie 4.73 and 4.12 

mg/L, whereas all other locations are showing below 4.0 

mg/L potassium content. 
Chloride (Cl-) in mg/L: The chloride concentration serves 

as an indicator of pollution by sewage. People accustomed to 

higher chloride in water are subjected to laxative effects. In 

the present analysis, chloride concentration was found in the 

range of 367.05 mg/L [S-18] to 39.31 mg/L [S-8]. The values 

are within the limit in all ground water sample collected from 

Hospet taluk. Higher chloride concentration in samples from 

sites [S-18] may be due to big discharge of sewage near the 

sampling location. 

Nitrate (NO3
-) in mg/L: Groundwater contains nitrate due to 

leaching of nitrate with the percolating water. Groundwater 

can also be contaminated by sewage and other wastes rich in 

nitrates. The nitrate content in the study area varied in the 

range 7.94 mg/L and 9.20 mg/L to 58.09 mg/L and 56.41 

mg/L during pre and post monsoon season respectively. In 

the entire study all the collected ground water samples are 

found within the prescribed limit except [S-3, S-7, S-8, S-9, 
S-10, S-11] during pre monsoon season. In all other locations 
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were showing below the permissible limit of WHO and BIS. 

Sulphate (SO4
2-) in mg/L: Sulphate occurs naturally in water 

as a result of leaching from gypsum and other common 

minerals. Discharge of industrial wastes and domestic 

sewage tends to increase its concentration. The sulphate 

concentration varied between 13.92 mg/L [S-11] and 84.32 

mg/L [S-10] to 18.60 [S-20] mg/L to 82.70 mg/L [S-10] 

during post and pre monsoon seasons respectively and found 

within the prescribed limit. 

Descriptive statistics of 13 measured variables at 25 sampling 

locations for the whole sampling period are summarized in 
Table 1. The results shows that pH (mean range, 7.62–7.67), 

TDS – (mean range, 739.68 – 802.56 mg/L), Ca++ (mean 

range, 102.55-117.53mg/L), Mg++ (mean range, 27.20-

52.40 mg/L), Cl- (mean range, 130.34-156.38 mg/L), 

Fluoride (mean range, 1.14-1.24 mg/L), SO4 (mean range, 

32.10-37.42 mg/L), Na (mean range 29.86-30.86 mg/L) and 

K (mean range, 1.69-2.66 mg/L) is within the permissible 

levels, while all other parameters exceed average levels set 

by national guidelines for drinking purposes and other needs.  

It is evident that distribution of TDS, Cl and alkalinity was 

significantly correlated with EC in Pre monsoon and post 

monsoon seasons (Table 2 and 3) indicating the high mobility 

of these ions. EC is positive correlated with pH, TH, Ca++, 

Mg++, and K and negatively correlated with Na, F-, NO3 and 

SO4. Highly positive correlation is observed between TDS 

and pH, TH, Cl, Ca, Mg and alkalinity (Jothivenkatachalam, 

et al., 2010) [5], pH, F and Cl, Cl and F, Na and Cl, Na and F. 

While highly negative correlation is seen among Na and all 
parameters except CL, So4 and Alkalinity. Positive 

correlation occurs between pH and Na, TDS and TH 

(Udayalaxami, et al., 2010) [13]. Good relation to Ca and TH 

indicating that Hardness in groundwater is mainly due to 

CaCO3 (Ramakrishna, et al., 2009) [10]. TDS shows highly 

positive correlation with EC in pre monsoon and post 

monsoon indicating in Figures 1and 2. 

 

Conclusions 
Higher concentration of Total Dissolved Solids during Post 

Monsoon samples exhibits poor quality of water as compared 

to Pre Monsoon due to leaching of various salts into Post 

Monsoon ground water by infiltrating recharge waters. In pre 

monsoon only one sample out of 12 shows high value of total 

hardness than the prescribed limit by WHO but in Post 

Monsoon 8 samples show high value of total hardness. 

According to study in urban area of Hospet have high value 

of hardness in post monsoon. In some of the area, nitrate 

concentration increases in post monsoon. Study of water 
quality indices revealed that the drinking water in most 

locations of Hospet taluk region was found to be slightly 

contaminated. 

 

 
 

Fig 1: Correlation between TDS and EC during Pre Monsoon 

Season 

 
 

Fig 2: Correlation between TDS and EC during Post Monsoon 

Season 

 
Table 1: Descriptive statistical value for pre and post monsoon seasons 

 

Sample No 
Pre-Monsoon  Post-Monsoon  Standards 

Max SD SD Mean range Max Min SD Mean range WHO BIS 

EC 2460.0 499.99 531.33 1417.88 2538.0 602.0 499.99 1519.08 - - 

TDS 1220.0 269.58 271.51 739.68 1298.0 288.0 269.58 802.56 500-1500 500-2000 

pH 8.3 0.28 0.27 7.67 8.5 7.1 0.28 7.62 6.5 - 8.5 6.5 - 8.5 

TA 679.0 99.93 108.93 449.84 713.0 363.0 99.93 522.80 - 200 - 600 

TH 690.0 145.98 149.72 399.71 745.0 223.1 145.98 435.86 - 200 - 600 

Ca2+ 196.4 40.48 39.13 102.55 192.4 54.6 40.48 117.53 75 - 200 75 - 200 

Mg2+ 40.2 7.64 7.25 27.20 43.2 7.0 7.64 52.40 50 - 150 30 - 100 

Cl- 264.2 75.95 67.89 156.38 387.1 39.3 75.95 130.34 200-600 250-1000 

F- 2.1 0.56 0.52 1.14 2.5 0.7 0.56 1.24 1.0 – 1.5 0.6 – 1.2 

SO4
2- 82.7 22.33 19.62 37.42 84.3 13.9 22.33 32.10 200-400 200-400 

NO3
2- 56.4 16.23 17.41 28.81 58.1 7.9 16.23 26.52 > 45 > 45 

Na+ 54.6 7.83 8.43 30.86 50.6 17.6 7.83 29.86 200 - 

K+ 2.8 0.85 0.47 1.69 4.7 1.6 0.85 2.66 - - 

 
Table 2: Correlation matrix of Ground water in Hospet taluk during pre monsoon season 

 

 pH TH Cl- Ca Mg TDS ALK K Na F NO3 SO4 EC 

pH 1.000             

TH -0.071 1.000            

Cl- 0.176 0.163 1.000           

Ca -0.323 0.878 -0.080 1.000          

Mg -0.187 0.612 0.237 0.497 1.000         

TDS 0.340 0.258 0.729 0.008 0.094 1.000        

ALK 0.158 -0.238 0.338 -0.235 -0.058 0.490 1.000       
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K -0.044 0.062 0.019 0.267 0.122 0.040 0.330 1.000      

Na -0.402 -0.150 -0.077 -0.095 0.086 -0.234 -0.203 -0.264 1.000     

F -0.123 0.275 -0.260 0.415 -0.170 -0.250 -0.104 0.138 -0.139 1.000    

NO3 -0.205 0.088 -0.182 0.234 -0.146 -0.212 0.173 0.170 -0.094 0.840 1.000   

SO4 0.268 0.087 -0.246 0.173 -0.324 -0.093 -0.155 0.087 -0.307 0.385 0.101 1.000  

EC 0.252 0.226 0.741 0.024 0.075 0.959 0.401 0.083 -0.124 -0.253 -0.211 -0.117 1.000 

 
Table 3: Correlation matrix of Ground water in Hospet taluk during pre monsoon season 

 

 pH TH Cl- Ca Mg TDS ALK K Na F NO3 SO4 EC 

pH 1.000             

TH -0.071 1.000            

Cl- 0.176 0.163 1.000           

Ca -0.323 0.878 -0.080 1.000          

Mg -0.187 0.612 0.237 0.497 1.000         

TDS 0.340 0.258 0.729 0.008 0.094 1.000        

ALK 0.158 -0.238 0.338 -0.235 -0.058 0.490 1.000       

K -0.044 0.062 0.019 0.267 0.122 0.040 0.330 1.000      

Na -0.402 -0.150 -0.077 -0.095 0.086 -0.234 -0.203 -0.264 1.000     

F -0.123 0.275 -0.260 0.415 -0.170 -0.250 -0.104 0.138 -0.139 1.000    

NO3 -0.205 0.088 -0.182 0.234 -0.146 -0.212 0.173 0.170 -0.094 0.840 1.000   

SO4 0.268 0.087 -0.246 0.173 -0.324 -0.093 -0.155 0.087 -0.307 0.385 0.101 1.000  

EC 0.252 0.226 0.741 0.024 0.075 0.959 0.401 0.083 -0.124 -0.253 -0.211 -0.117 1.000 

References 
1. Abbas Abbasnia, Mahmood Alimohammadi, Amir 

Hossein Mahvi, Ramin Nabizadeh, Mahmood Yousefi, 

Ali Akbar Mohammadi et al. Assessment of 

groundwater quality and evaluation of scaling and 

corrosiveness potential of drinking water samples in 

villages of Chabahr city, Sistan and Baluchistan province 

in Iran, Data in Brief. 2018; 16; pp. 182-192. 

2. APHA. Standard methods for the examination of water 

and wastewater. 21st ed. Washington D.C.: American 

Public Health Association, 2005. 

3. Bureau of Indian Standards –BIS. Drinking Water 

Specifications. 2012, IS: 10500. 
4. Guidelines for drinking water quality. 2th Ed., World 

Health Organization, Geneva, Gajendran, C.; Thamarai, 

P., (2008) Study on Statistical relationship between 

ground water quality parameters in Nambiyar River 

basin, Tamilnadu, India. Poll. Res. 1996; 27(4): 679-683 

(5 pages). 

5. Jothivenkatachalam K, Nithya A, Mohan S C. 

Correlation analysis of drinking water quality in and 

around Perur Block of Coimbatore District, Tamil Nadu, 

India, Rasayan. J. Chem. 2010l 3(4):649-654 (6 pages). 

6. Karthikeyan N, A Saranya, MC Sashikkumar. Spatial 

Analysis of Groundwater Quality for Virudhunagar 

District, Tamil Nadu Using GIS, International Journal of 

Remote Sensing and Geoscience (IJRSG). 2013; 2(4):pp. 

23-30. 

7. Kori R, Saxena A, Upadhyay N. Groundwater quality 

Assessment of Mandideep Industrial area, National 
Seminar on Environment and Development, Bhopal, 

2006. 

8. Machiwal D, Jha MK, Singh VP, Mohan C. Assessment 

and mapping of groundwater vulnerability to pollution: 

current status and challenges. Earth Sci. Rev. 2018; 

185:201-227. 

9. Parashar C, Dixit S, Srivastava R. Seasonal Variations in 

Physico-chemical characteristics in upper lake of 

Bhopal, Asian.J. Exp. Sci. 2006; 20(2):pp.297-302. 

10. Ramakrishna CH, Rao DM, Rao KS, Srinivas N. Studies 

on groundwater quality in slums of Visakhapatnam, 

Andhra Pradesh, Asian J. Chem. 2009; 21(6):4246-4250 

(5 pages). 

11. Siebert S. Groundwater use for irrigation-a global 

inventory, Hydrology and Earth System Sciences. 2010; 

14: pp. 1863-1880.  

12. Singh SP, Pathak D, Singh R. Hydrobiological studies of 

two ponds of satna (M.P.) India, Eco. Env. and Cons. 

2002; 8(3):pp. 289-292. 

13. Udayalaxami G, Himabinda D, Ramadass G. 

Geochemical evaluation of ground water quality in 

selected areas of Hyderabad, A.P. India. Indian J. Sci. 

Tech. 3 (1- 5): 2010, 546-553 (8 pages).  



 

10 V May 2022

https://doi.org/10.22214/ijraset.2022.42784



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue V May 2022- Available at www.ijraset.com 
     

 
2169 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Waste Vegetable Peals as Bioplastics: A Review 
 

Suresh B1, Poojitha2
 

1, 2Department of Civil Engineering, M. Tech Programme in Environmental Engineering, Biotechnology, Bapuji Institute of 
Engineering and Technology, Davanagere - 577004, Karnataka, India 

 
Abstract: Bio-plastic is a significant role in our ecosystem as it is eco-friendly and compatible, when matched to plastic carry 
bags. Bio-plastic are produced by organic waste in environment and it degrading faster than plastic which was made of chain of 
polymers. Plastic made our environment poisonous, aquatic animals to die and many more. Environmental friendly plastic is 
made of many organic wastes like banana peel, sugarcane bagasse, newspaper, shrimps etc. Bio-plastic mostly utilised in food 
packaging so that they are edible to humans and doesn’t cause any disease and disintegrates fast. Bio-plastic is helpful to 
mankind and useful to reduce environmental pollution. Bio-plastics are not affected to nature ecosystem because it can changes 
back into carbon dioxide. The plastics are substituted by number of varieties of bio-plastics. In this research paper chiefly 
discussed on utilization of substrates like vegetable waste, fruit and green leaves including water hyacinth as alternate substrate 
as bio- plastics. Market demand for bio-plastic is developing due to consumer-friendly products. It is less related with 
conventional plastics production than other bio-plastics. 
Keywords: bio-plastic, environmental friendly, organic substance. 
 

I. INTRODUCTION 
Plastics are long chain artificial polymeric molecules that are low-cost, lightweight and durable (Scott, 1999). The species in the 
ocean and the ecosystem get affected everyday due to the addition of plastic substance and the effects is called Trash islands also 
garbage patches (Jefferson, et al., 2009). The macro-plastics are renewed into micro-plastics, to convert into still small fragments 
takes nearly about 400 years (Ezeoha, et al., 2013). The plastics which contains chlorine releases the destructive chemical substance 
into the soil then enters into ground water through water cycle. This changes in the food chain and also harmful to species that 
intake through mixed water (Kathiresan, et al., 2003). 
 

II. EXPERIMENTS OF BIO-PLASTICS 
Literate survey summarises, collected, represented and analytical data by academic and industrial researchers from bio-plastcs and 
their effects on the ecosystem. The scholar’s relevant work searched by placing the relevant studied to discuss in the present study. 
Bio plastics prepared using petroleum based, biomass based, biodegradability, disposal as waste, recycling and life cycle appraisal. 
Industrial research work done by the researchers like primary data accessible on company and agencies websites, was included from 
this review as such data gives information about the bio-plastic as economic, cutting-edge research and development activties. To 
specifically meet the objectives of the current review, discussed presenting a new categories of bio-plastics including its positive and 
negative impact on ecosystem were also discussed. The outcome of this literature review are represented in four parts. The first part 
is Plastics and Ecosystem, discusses currently using conventional plastics, their bio-degradability including impact on the natural 
and artificial systems. The second part consists about bio-plastics and replacement of currently using plastics including some of the 
significance of bio-plastics for commercial and industrial activities. The third part presents advantages and disadvantages of bio-
plastics including effects on materials. The fourth part defines the life cycle assessment including the eco-friendliness of bio-plastics 
with reference to primary analysis reported by the various authors.  
 

III. CURRENT TRENDS OF BIO-PLASTIC 
Bio-plastics are one of the supreme innovative substances that are bio-degradable and bio-based, which is created from waste, 
renewable sources and bio-mass are used by many authors like as jackfruit (Lothfy, et al., 2018), banana peels (Mohapatra, et al., 
2015), organic waste (Goswami, et al., 2015), agriculture waste (Zulkafli, 2014), paper waste (Joshi, et al., 2015), oil palm hollow 
fruit bunch (Isroi, et al., 2017), sugar cane (Khosravi-Darani and Bucci, 2015), corn starch (Keziah, et al., 2018), potato (Schon, et 
al., 2014), rice straw (Agustin, et al., 2014), rapeseed oil (Delgado, et al., 2018),vegetables oil, cellulose from floras, starch, cotton, 
bacteria (Shamsuddin, et al., 2017) and occasionally from several Nano-particles like polysaccharides (carbohydrate chains) 
(Jabeen, et al., 2015).  
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Bio-plastic degraded by the natural microorganisms such as bacteria (Ali, et al., 2017, Pradhan, S. 2014, Das, et al., 2018), algae and 
fungi (Momani, B. 2009). In this research paper chiefly discussed on utilization of substrates like vegetable waste, fruit and green 
leaves including water hyacinth as alternate substrate as bio- plastics. Describes the classification of bio-plastics then followed by 
merits and demerits of bio-plastics. The article also includes the processing, applications, experiments of bio-plastics and finally 
describe on future scenarios of bio-plastics. 
 
A. Types of Bio-plastics-Material and Methods 
Bio-plastics classified based on the type of manufactured using raw materials and its properties which are available in the market. 
Bio-plastics are also considered under biodegraded by microbes within a period of time in the environment. Generally, bio-plastics 
are classified into biodegradable (Polylactic acid, Polyhydroxy alkanoates, Cellulose, Starch) and non-biodegradable 
(Biopolypropylene, Biopolyethylene) plastics (Emadian et al., 2017, Mohapatra, et al., 2015, Ilyas, et al., 2016, Soykeakaew, et al., 
2017, Lackner, 2015, Sun, 2015 and Rugenstein, and Angelova, 2013).  Depends upon this bio-plastics are classified into four types 
like biomass based polymers, monomers from polymers, polymers from microbial biodegradable including fermentation, monomers 
and recyclable and compostable bio-plastics. Bio-plastics available in global market is assumed to be growing about 20% to 25% 
per year. Nearly out of total available plastics, about 10% to 15% bio-plastics will increase its market share to 26% to 34% by 2021. 
The bio-plastic market attained over 75 billion rupees in 2008 and it will be over 750 billion by 2021. More and more 
establishments are entering and investing in this market (Krzan, et al., 2006, Kaith, et al., 2010).     
 
B. Merits and Demerits of Bio-plastics 
Plastic is one of the chief pollutant which causes pollution in the ecosystem and also used in the daily life (Pradhan, 2014). 
Therefore, to reduce the pollution in the system, find out a substitute for alternate as plastics material to change the practice of 
conventional plastics. The progress was observed in the nature and world the contribution of bio-plastics. Many environmental 
issues can be renewed by using with polymers based on natural renewable resources like biopolymers starch based, cellulose based 
and other polylactides and polyhydroxyalkanoates (Kalia, et al., 2011). The properties of bio-plastics makes a good alternatives for 
conventional plastics. Along with this bio-plastics is having a unique properties like eco-friendly, energy efficient and biodegradable 
including compostable (Shamsuddin, et al., 2017).  Conventional plastics affects the environment, difficulty to recycle and also 
creates pollutants into the ecosystem and creates pollution have various hazardous effects to the environment (Kalia, et al., 2011). 
Therefore, there is urgently require to rethink about the usage of kind of materials is difficult to protect air environment. Hence, bio-
plastics is a replacement of conventional plastic also revolutionary way for sustainable development since both plastic are showing 
similar properties.  Moreover, in certain condition bio-plastic shows better properties with some mechanical and thermal properties 
also water transmission rate (Pandey, et al., 2014). Some of the Bio-plastics having advantage like sustainable, reduced carbon foot 
print, reduce energy efficiency and partly prepared with natural feedstock. Like that some of the disadvantages costly, thermal 
instability, recycling problem and brittleness. Comparatively, bio-plastic and conventional plastics are showing similar properties 
observed by previous researchers (Shamsuddin, et al., 2017, Chen, Y. J. 2014, Jabeen, et al., 2015, Ilyas, et al., 2016, Lackner, M. 
2015, Shivam, P. 2016, Reddy, et al., 2013, El-kadi, 2014, Andrady, et al., 2009, Arikan, et al., 2015, Pandey, et al., 2014). 
 
C. Bio-plastic as Packaging Material 
The bio-plastics introduced in 2018, as packaging material and market accounted for roughly 68% of the world-wide manufacturing 
of bio-plastic (European Bioplastics, 2019). Some presently created and applied bio-polymers using renewable resources contains 
cellulose and starch, which are biopolymers that are obtained directly from agricultural waste (de Moura, et al., 2017). However, 
bio-based does not considered as biodegradable and compostable (Dammer, et al., 2016, European Bioplastics, 2019, Van Den 
Oever, 2017). Bio-based goods products contains raw materials that are renewable and can be recycled through natural processes 
(Niaounakis, 2015). Biodegradable products consists polymers which consumed by microorganisms through degradation process. 
 

IV. PROCESSING AND APPLICATION 
Bio-plastics produced using PHAs as biomass source can be used for packaging material and disposable products on the other hand 
biofuels can also be generated using PHAs. PHAs find countless applications in industry, agriculture, pharmaceuticals and health. 
Soon a whole variety of day-to-day products will be produced with bio-plastics; along with the things you might expect like 
packaging and food-services products but also components in consumer electronics and automotive components. In relation to the 
manufacturing of packaging, conventional plastics are being substituted by bio-plastics at a rapid pace. 
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There’s a big demand for bio-plastic packaging and it is the largest segment of the European bio-plastic market- estimated at around 
44% of 2.05 million tonnes in 2017.  
Bio-plastics provide an alternative approach to packaging and are a real solution to the need for a reduction in conventional plastic 
use and waste. Plant based polymers are able to fully compost at the end of their useful life. Biodegradable plastics are also being 
used for medical devices. Dentist are also getting on board and are using bio-plastics for dental implants that fill in the hole that 
remains after a tooth has been extracted. The cosmetics products are another big creator of packaging for its products. Many of these 
products have a short life span once disposed of they end up in landfills.  
Biodegradable polymers have been at the forefront of research for biomedical applications in the last 50 years. The advancements 
have been seen in the areas of using biodegradable polymers as delivery vehicles for controlled drug release (Lyu, et al., 2016, 
Sung, et al., 2019 and Maya, et al., 2017). Bio-plastics have been the great of motivating exploration like in construction and 
building activities. However not only builder but home owners are also attracted to use bio-plastics for different products such as in 
fencing, decking and so on (Souza, et al., 2012). 
 

V. FUTURE SCENARIO OF BIO-PLASTICS 
To control the disposal of plastic waste released from the various sources, most environmentally innovative and eco-friendly 
solution is adopt biodegradable plastic in daily life and applications. Currently non-biodegradable petroleum products are source for 
plastic pollution and main treats to the ecosystem especially in the absence of waste management. (Temoor Ahmed, et al., 2018) 
Now a day’s bio and fossil based plastics are adopted as alternate for petrochemical plastics. The demand of these type of plastics 
are increasing constantly in certain applications. These type of materials focused in future especially for manufacturing and 
packaging industries including disposable medical waste. Moreover, bio-degradable plastics should be used where diffusion into the 
ecosystem is imminent and challenging to segregate the garbage (Vijaya and Reddy 2008 and Chen and Patel 2011). On the other 
hand, proper management of waste and littering control is required to take benefits of such polymers in the community. 
 

VI. CONCLUSION 
Bio-plastics have significant potential as substitutes of fossil-based plastics in many applications especially in food packaging and 
carry bags. They have been used in several food packaging units. Molenveld et al. [1] reported that PLA and bio-PE are adopted as 
bottles to cover fruits, milk, and dairy foodstuffs. PLA, starch based, and cellophane are used as films, trays/dishes, and bowls to 
store food, like vegetables including meats and other food items. Bio-plastics can be used as single-use plastic substances and 
packaging material, which was produced by seaweed as raw material. Significantly, however, bio-plastics are related with some 
deficiencies. It should be understood that many degradable bio-plastics end up with the landfills, which degrades slowly and 
releases methane gas. Hence, public are starting to use bio-plastics.   
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Abstract—Infotainment system potentially contributes 

towards controlling accident fatalities in the era of Internet-of-

Vehicles (IoV). Review of existing system is carried out to find 

that irrespective of various methods towards infotainment 

system, the quality of data being retrieved as well as issues 

associated with power and traffic congestion in vehicular 

communication is still an impending challenge. Therefore, this 

manuscript introduces a novel predictive scheme that offers 

enriched set of information from the environment to assists in 

decision making. Reinforcement learning is adopted for 

controlling traffic signal and power while the proposed system 

introduce augmented Long Short Term Memory scheme in order 

to predict the best possible traffic scenario for assisting the 

infotainment system to make a precise decision. The simulation is 

carried out for proposed system with existing learning schemes to 

find out proposed scheme offers better performance in every 

respect over challenging scene of an IoV. 
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I. INTRODUCTION 

The concept of vehicular communication system arrives 
from vehicular adhoc network two decades back in order to 
facilitate comfortable and safer driving experience [1]. 
However, owing to the complex structural implementation and 
various problems associated with such forms of adhoc network, 
a reliable and safer communication cannot be guaranteed. So, 
the most recent innovations of Internet-of-Things (IoT) have 
introduced an Internet-of-Vehicle (IoV) system that is mainly 
formed to minimize the event of fatal accidents on road [2]. 
This is carried out by installing IoT objects within the vehicle 
which is known to facilitate various functionalities. One such 
form of system which creates a bridge of communication 
between the vehicle and external entities is infotainment 
system [3][4]. The contribution of infotainment system is quite 
significant especially when deployed over an IoV with respect 
to essential data transmission [5]. It doesn’t only pertain to data 
transmission based on real-time data, but it also carry out 
various analytical operation to judge the traffic system. This 
analyzed outcome is disseminated to drivers via infotainment 
system in order to ensure safer driving over road [6]. A study 
shows that out of all deaths happened in country of Sri Lanka, 
maximum of deaths were due to road accidents [7]. Among the 
road accidents, maximum of them occur during morning hours 

of 9:00 AM to 10:00 AM and also during evening hours of 
6:00 PM to 7:00 PM [8]. This clearly indicates that during rush 
hours, there will be more accidents and fatalities. Hence an 
efficient traffic management system is required to manage the 
traffic and avoid congestion and ultimately accidents. The 
travel time of the emergency vehicles is also an important 
factor. It is shown that risk of death due to cardiac arrest will 
increase by 95% during initial 3 hours of time. Hence, the 
travel time of emergency vehicles should be much lesser 
compared to travel time of ordinary vehicles. The infotainment 
system can be used to transfer vital information and 
entertainment information together. Since the Infotainment 
system is aware of GPS co-ordinates and health information of 
the vehicle, the same information can be used to perform 
several important tasks e.g. redirecting the driver to roads 
which have less traffic congestion with connected Infotainment 
system this can be used to manage entire city’s traffic. 
CityFlow provides an excellent platform for simulating city’s 
traffic and urban mobility in general [9]. The CityFlow 
platform is built in python and is 20 times faster than the other 
popular alternatives [10]. It is also found to be compatible with 
Reinforcement Learning (RL) techniques and hence it can be 
used along with RL agents. Reviews show that studies towards 
infotainment system and IoV still demands lot of improvisation 
that motivates to carry out proposed study. 

The proposed study presents a unique computational 
framework of an infotainment system that is meant for data 
dissemination over congestion-free traffic using machine 
learning. The contributions of this study are: i) a unique traffic 
model is implemented for an IoV considering power 
consumption, ii) a better traffic management is presented to 
control power and traffic signaling operation in distributed 
manner applicable for an IoV operation, and, iii) an analytical 
model is built which is responsible for carrying predictive 
analysis of data dissemination for infotainment system with an 
effective decision making system considering the dynamicity 
of practical IoV environment. The organization of the 
manuscript is as follows: Section II discusses about existing 
investigation towards infotainment system followed by 
research problem highlights in Section III. Briefing of adopted 
research methodology is carried out in Section IV while an 
elaborated discussion about the system implementation is 
carried out in Section V. Discussion of Result analysis is 
carried out in Section VI while conclusive remarks of proposed 
contribution is carried out in Section VII. 
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II. RELATED WORK 

This section discusses about the existing studies being 
carried out towards IoV with a special emphasis towards 
infotainment system supportability. Recent studies towards IoV 
have been reviewed with respect to various methodologies and 
its effectiveness is studied. 

The recent work carried out by Wu et al. [11] has 
constructed a hybrid communication system which mainly 
targets towards energy-efficient data transmission system using 
infotainment. The study also introduces a selection of cache 
nodes for all the intelligently connected vehicles. The 
limitation of the study is associated with non-inclusion of 
spatial complexity associated with streaming over such caching 
system. Adoption of machine learning towards communication 
system via infotainment system is carried out by Xu et al. [12] 
where a reinforcement learning algorithm has been used. The 
purpose is to encapsulate fluctuating patterns of channel 
condition in order to select a specific frame.  The limitation of 
the study is that it emphasizes mainly on achieving throughput 
without consideration of vehicle density or emergency 
condition. Din et al. [13] have developed a caching system 
which assists in placing an appropriate content over the target 
vehicle. The limitation of this model is its non-consideration of 
uncertain traffic situation which could adversely affect the 
caching process. Vasudev et al. [14] have developed a unique 
communication system that emphasize over the mutual 
authentication scheme in vehicle-to-vehicle communication 
system.  The limitation of this approach is that it uses 
cryptographic operation over a constraint device, which cannot 
be considered over a long run without performing any form of 
optimization of key management. Benarous et al. [15] have 
implemented a secure communication scheme in IoV where 
maintains privacy of location-based services utilized by the 
vehicles. The limitation of this scheme is that it doesn’t present 
any identification system towards intruders and 
implementation is carried out considering known adversarial 
scenario. 

A robust infotainment system over an IoV also demands an 
efficient resource management scheme as seen in work of Ni et 
al. [16]. The study uses allocation of resources as well as 
broadcasting of beacons over arbitrary access points for 
performing congestion control. However, the limitation of the 
study is that the model carry out the resource allocation without 
considering dynamic traffic scenario as well as it doesn’t cater 
up any emergency services too during communication. 
Adoption of deep learning is witnessed in work of Chang et al. 
[17] where a model for accident detection system is developed. 
Upon detecting the collision, the information is transmitted to 
cloud-services which release notification. The limitation of the 
study is that it response time of notification completely 
depends upon the traffic and priority system, which may fail to 
cater up emergency transmission of accident notification. Silva 
et al. [18] have carried out a study towards social IoV system 
which uses conventional communication system in order to 
perform exchange of data among the vehicles. The paper 
concludes that there is still an unsolved problem associated 
with ethical guidelines about such communication in IoV. The 
work carried out by Sharma and Liu [19] have addressed the 
problem of misbehavior detection using machine learning in 

IoV. The study has used supervised learning model for this 
purpose. The limitation of this work is it is applicable only for 
specific attack. The work carried out by Wang et al. [20] has 
developed a behavioral modelling that predicts the driving 
strategy for safer driving. However, this model completely 
lacks associating with traffic system in order to exchange such 
information using infotainment system. 

The work presented by Qureshi et al. [21] has presented a 
mechanism of data propagation using clustering approach in 
IoV. The method calls for a selection of a cluster head using 
self-assessment approach as well as routing attributes for data 
exchange within one-hop nodes. The limitation of this paper is 
that it consumes too much time in clustering process and does 
leads to delay in case of heavy traffic in IoV. The work carried 
out by the Fu et al. [22] have presented a transcoding operation 
for multimedia streaming in IoV over fog computing. The 
study uses a reinforcement learning scheme which assists in 
optimizing the allocation of an appropriate resource for 
facilitating streaming in IoV. The limitation of this work is its 
it cannot be used for large stream of data in dense traffic. 
Mechanism of content caching is implemented in work of Xue 
et al. [23] where a dynamic programming has been used for 
minimizing the problem of content caching in data 
transmission of vehicular network. Irrespective of reduced 
delay, the study model suffers from poor scalability issues in 
presence of massive number of vehicle density as well as there 
is no scheme for prioritization of certain vehicle that seems 
quite impractical. Existing system has also witnessed 
modelling of task orchestration in vehicular network as 
reported in work of Sonmez et al. [24]. The study has used 
machine learning approach considering the success score of 
task completion. However, the limitation of the study is its 
non-inclusion of traffic-lights or centralized controlling system, 
without which the model is not practical to implement. Hong et 
al. [25] have presented a cost optimization based scheme using 
analytical framework in order to enhance the transmission time 
in IoV network. The model suffers from pitfall of using static 
threshold for cost, which is impractical in real-world traffic. 
The work carried out by Hou et al. [26] has used Q-learning-
based strategy for content management in IoV. Although, the 
model is capable of making prediction for movement of 
vehicle, it doesn’t have any inclusion of multiple path decision 
over urban traffic. Apart from these, there are various work 
carried out by Xia et al. [27], Su et al. [28], Ni et al. [29], and 
Heo et al [30] towards improving communication system with 
respect to infotainment system in an IoV. 

Existing approaches discussed about offers a claim to better 
outcome; however, they are also associated with some 
significant issues. The next section outlines the research 
problems explored from this review. 

III. MOTIVATION FOR THE RESEARCH 

 The traffic congestion is a daily day problem especially 
in a country like India. The traffic congestion can be 
easily mitigated with the existing infrastructures and 
roads. The issue is not of the infrastructure but of the 
poor management of the infrastructure. Hence an 
efficient system needs to be designed to manage all the 
infrastructure and get a better results for the same. 
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 The connected vehicles are no longer a dream of the 
future. With several car companies like Tesla and 
Morris Garage supporting the connected cars by 
default, the system does not require a hardware 
upgrade anymore. The computing power of the cars is 
more than the horsepower of themselves as of now. 
Since the computing power already exists in the car 
they only need a software update to support the smart 
Internet of Vehicle infrastructure now a days. 

 The Road accidents due to congestion are a serious 
cause of the concern now a days. With the systems like 
autopilot from tesla and several other cutting edge 
technologies, it is possible to automatically redirect the 
city’s traffic easily with the modern technological 
systems. And hence there is a scope for a system that 
can plan the city’s traffic and redirect it to a suitable 
destination on the go. 

 The heart attack and other serious emergencies must be 
addressed immediately. There is a limit to which 
people cooperate with the emergency vehicles. Green 
corridor is a very much common phenomenon in cities 
where an emergency vehicle is given zero traffic and 
fully allowed to pass through. This is traditionally done 
for VIP vehicles. However for the genuine emergency 
vehicles, people give way with understanding. This is 
possible to be modified based on traffic signal where 
the emergency vehicles can be made to reach 
destinations much faster that they are now. 

 The Infotainment systems make the driving experience 
less of a hassle but more of an enjoyable experience. 
This can be achieved with the proposed study. 

IV. RESEARCH PROBLEM 

After reviewing the existing system in infotainment system 
in IoV, following are the open end problems identified in 
proposed study: 

 Restricted Coverage Issues in IoV: The conceptual 
definition of an IoV calls for an interconnected 
vehicles; however, they still have a dependencies 
towards a fixed infrastructure at one point. It could be 
in the form of a hotspots mounted on road or embedded 
within traffic signal in order to guide the vehicles for 
congestion free direction. However, the existing studies 
don’t report to consider this coverage issue from Road 
Side Units (RSU) and mainly focus on vehicle to 
vehicle communication. This is incomplete 
implementation for any IoV system to assists the 
infotainment system within the vehicle. 

 Non-inclusion for Density Monitoring: Majority of 
existing studies on IoV and infotainment system fixes 
the number of vehicles on specific route. However, in 
real-time, there are fair possibilities of either increase 
or decrease of such density over an uncertain instance 
of time. Without this consideration, the infotainment 
system will either faces congestion issue or face 
scarcity of information to undertake decision of data 
transmission. 

 More Focus on Navigation: Majority of existing studies 
towards infotainment system only focuses on route 
navigation, whereas infotainment system can also be 
used for various other forms of data transmission at 
same time. This requires a dedicated and congestion-
free communication channel to be explored by the 
infotainment system in vehicles. Even if this concept is 
implemented within present state of implementation in 
infotainment system, it will significantly cause a 
serious bottleneck condition for the traffic among the 
vehicles. 

 Less Emphasis towards Data Quality: In IoV system, 
there are numerous numbers and types of data being 
required to fulfill the process of data dissemination 
within an infotainment system. Although usage of 
mobile edge computing and cloud services makes the 
operation easier, but still there is a serious pitfalls of 
almost all the existing architecture of data transmission 
in IoV. This generates a massive set of traffic data 
which pertains to road attributes as well as vehicle 
attributes. Apart from this, there is also a need of multi-
objective function to develop a model, which can 
extract only the productive traffic-related information 
within IoV system. Hence, ensuring data quality is 
quite a challenging scenario within current state of 
infotainment system. 

 Uses of Sophisticated Technique: Existing system 
adopts sophisticated technique targeting for data 
transmission within vehicles ignoring the resource 
efficiency of the infotainment system. Adoption of 
machine learning demands higher training, which is 
again not much reported to be resource friendly for all 
implementation carried out in IoV till date. 

Therefore, it can be seen that above mentioned issues do 
exist in present time of IoV deployment scenario. From 
practical viewpoint, this problem is much dominantly seen in a 
road network Rn with multiple junction point. It is because of 
the decision to find the optimal path owing to the problems 
identified in this section. Therefore, the prime problem 
formulation of the proposed system can be stated as follow: 

Rn(S)[opt(ri)] Ai             (1) 

In the above problem formulation, the core idea is to obtain 
a better form of road network Rn for all state attributes 
associated with intersection points. The idea is to optimize the 
set of reward ri parameters for all the set of actions Ai 
considered in environment of IoV. 

This problem is tackled by developing a computational 
framework that implements a conditional logic for vehicles 
considering its properties. Further reinforcement learning 
approach is used to redefine various state attributes that 
resolves the decision making problem further using LSTM 
attention network. 

V. RESEARCH METHODOLOGY 

The core aim of the proposed system is to design and 
develop a smart traffic system which is capable of facilitating 
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enriched information to the infotainment system embedded 
within the vehicle in IoV. Adopting an analytical research 
methodology, the proposed system make use of machine 
learning approach in a unique manner which assists in better 
decision making in the form of direction as well as seamless 
data transmission in IoV. The proposed system emphasizes 
more on data quality, where data is associated with both traffic 
and vehicles in order to assist the infotainment system to 
undertake correct decision of route formation and resource-
efficient seamless data dissemination in IoV. The architecture 
developed for this notion is highlighted in Fig. 1 as follows: 
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Fig. 1. Architecture of Proposed System. 

According to Fig. 1, the proposed system develops a traffic 
model that mainly consists of formation of road network and 
properties of vehicle. The proposed modelling considers 
various attributes in order to develop the topology of traffic 
model. Further the proposed scheme also constructs 
assumption which is used for simulation study followed by 
considering all the essential challenges involved in developing 
this model. A traffic environment is formed where specific 
conditional logic is constructed. The proposed system makes 
use of reinforcement learning scheme which is used over 
framing up state attributes, action attributes, and reward 
attributes. Further, Long Short Term Memory (LSTM) graph 
attention network is utilized which is basically used for 
decision making towards opting for congestion free and 
reserving resources while performing vehicular communication 
in IoV. The next section elaborates further about the operation 
being carried out by each block towards infotainment system. 

VI. SYSTEM IMPLEMENTATION 

In order to design an infotainment platform/scenario, it is 
required to realize that all vehicles in IoV are required to be 

strongly interconnected with each other in order to make a 
seamless transmission. There might be some vehicles 
connected directly to internet via 4G/5G; however it is required 
to ensure that the connectivity is given to all vehicles in order 
to ensure transmission of vital data like traffic and emergency 
data. Before simulation of the infotainment system itself, the 
traffic and the congestion is needed to be simulated first and 
therefore the proposed system is simulated using standard 
CityFlow simulator [9]. This section discusses about the 
various aspects of the system implementation. 

A. Traffic Model 

In order to simulate the traffic scenario, A road network Rn 
with 4 junctions as {J1, J2, J3, J4} is considered with three level 
of congestion as i) highly congested, ii) moderately congested, 
and iii) less congested. The model defines a vehicle V with 
characteristic elements from the set of properties viz. length, 
width, maximum positive acceleration, maximum negative 
acceleration, usual positive acceleration, usual negative 
acceleration, minimum gap, maximum speed, headway time. 
The brief highlights of these properties are as follows: 

 Length refers to the length of vehicle including the 
luggage space and bumpers. 

 Width of vehicle refers to physical width of the vehicle 
including mirrors. 

 Maximum positive acceleration is the change in speed 
of the vehicle when accelerator is applied in full 
throttle. 

 Maximum negative acceleration is change in speed of 
the vehicle when sudden break is applied. 

 Typical positive acceleration is the usual acceleration 
of the vehicle. 

 Typical negative acceleration is usual change in speed 
occurred when breaks are applied. 

 Minimum gap is recommended gap that should be 
maintained between the vehicles. 

 Maximum speed is top speed of the vehicle. 

 Headway time is the time taken by the following 
vehicle to reach the position of leading vehicle. 

B. Assumptions on Traffic Simulation 

The assumptions being considered while developing the 
proposed schema of infotainment are as follows: 

 Everyone respects traffic rules and lane discipline. 

 It is assumed that no mishaps happen like accidents. 

 All roads are in good condition. 

 There are no two wheelers and three wheelers. All the 
vehicles are assumed to be cars or emergency vehicles. 

 Everyone tend to move at similar speeds. 
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Another, important properties defined for a vehicle are: 
{Interval, Start time, End time} with default values of {5.0, 0, -
1} respectively. These values are considered using 5.0 Likert 
Scale which signifies 5 as highest and -1 as lowest score. The 
design process of the model defines a definite simulation time 
(Ts). If the start time is equal to zero, it means that at the 
beginning of simulation, the vehicles will appear at their 
respective junction, however if the end time is equal to -1, it 
means that it is uncertain to say that when again a particular 
vehicle will re-appear on the same junction. Moreover, if the 
interval is defined say interval=5, it means that at every 5 units 
of time, that vehicle will re-appear on respective junction. 

C. Challenges of Modelling 

In the present study, the problem is being formulated as a 
Markov chain model. Each intersection in the system is 
controlled by an agent. The infotainment system which is 
present within the vehicle is an embedded system hence it only 
has a routing table to forward the information. Since all the 
information is encrypted only the end node can see the required 
information. SNR of the multimedia signals are noted at the 
cars and average SNR is calculated. SNR is calculated for 4 
different types of data viz. i) text data, ii) video data, iii) audio 
data, and iv) security data. 

D. Traffic Environment from CityFlow 

The CityFlow simulator is used to generate the traffic data 
for three years’ time period. Apart from the traffic scenarios of 
junctions and vehicle characteristics, the program (simulator) 
also keep adding vehicles with random start time and end time 
parameters over the span of simulation. Hence, the number of 
vehicles on the roads keep increasing and creates a dynamic 
and uncertain stage of congestion. In addition the simulator is 
internally programmed to model seasonal traffic in such a way 
that the number of vehicles on the road will be comparatively 
lower in the month of July and august due to rainy season. The 
problem of mitigating the congestion, require information as in 
the Table I. 

In the Table I, the parameter of MED is computed as 
following expression (1), 

MED (S)=  
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E. Formulating State Attribute 

State is definitive term that represents the state of the 
particular intersection. Since it has multiple values, it is 
represented in form of a vector S as follows, 

    {  
⃗⃗  ⃗   
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⃗⃗  ⃗      

⃗⃗⃗⃗ } 
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In the above expression (2), the variable Lq represents the 
average queue length of the intersection that is mathematically 
represented as follows, 
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ui is the queue length of the individual road in the intersection. 

F. Formulating Actions Attribute 

Actions are execution attribute that Reinforcement 
Learning RL agent can perform on the environment. Since a 
single RL agent is assigned to an intersection, there are 
possibilities of n number of actions A as follows, 

    {              } 

        
⃗⃗                    (4) 

In the above expression (4), the variable Pi represents the 
power input of the base station. If the RL agent sets a higher 
power then the signal can be transmitted further and results in a 
higher useful information ratio. At the same time, it also results 
in higher overall power consumption. The first variable in 
expression (4) is represented as follows, 

  
⃗⃗                               (5) 

In the above expression (5), the variable Xi represents the 
traffic signal. Since there are 4 signals in each intersection it is 
represented by X1 to X4 and its generalized form is as follows, 

   {     }              (6) 

In the above expression (6), the variable R, Y, and G 
represents three different lights in the traffic signal. Red, 
Yellow and Green. 

G. Formulating Reward Attribute 

Reward ri is a real number representing the overall 
performance of the system. 
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            (7) 

The RL system proposed in this study is programmed in 
such a way that both traffic congestion as well as information 
SNR are optimized. The information is passed through a 
software Defined Network (SDN) created by Mobile Adhoc 
Networks (MANET) by the vehicles. The parameters which 
are being optimized here are, 

 Useful information ratio of 4 different types of data 
(varying preference) (MAX). 

 Traffic congestion (Average queue length) (MIN). 
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 Average Travel time of the regular vehicles (MIN). 

 Average Travel time of the emergency vehicles (Only 
ambulances are considered) (MIN). 

 Overall Power consumption by the base stations 
(MIN). 

H. Methodology for Implementing LGAT Neural Network 

The proposed system implements a neural network in the 
form of regular Long Short-Term Memory LSTM itself; 
however, one of the hidden layers in this network is common 
for all the networks over the grid. This essentially makes each 
neural network to be aware of its surroundings. Hence this is 
named as LSTM Graph Attention Network (LGAT). LGAT 
has two parts involved in its module i.e. i) First part which is 
before the GAT layer and ii) second part is after the GAT 
layer. Before GAT layer rectified linear unit ReLU Activation 
function is used whereas after GAT layer, Sigmoid function is 
used. This is done since the output is always expected to be 
residing between 0 and 1. The power input of the base station 
is controlled by considering the input of the percentage of 
maximum power consumption. The traffic signals are always 
controlled by considering the input of 1 or 0 to each signal 
lamp with the one hot encoding strategy. The Adam optimizer 
is used to train the neural network and the loss function used 
here is MSE. It should be taken into special attention that MSE 
is used here instead of commonly used binary cross entropy. 
This is due to the fact that the network should output an analog 
value for power consumption in terms of percentage. 

Fig. 2 shows the structure of the proposed LGAT neural 
network where the second hidden layer is the shared layer 
whose weights and biases are shared with all the other 
networks. The weight sharing mechanism here is very similar 
to that of the Siamese neural networks. The output layer 
contains 13 outputs 12 of which corresponds to the traffic 
signals and one corresponds to the base station input power 
percentage. 

 

Fig. 2. Structure of Proposed Neural Network. 

I. Training the Agent 

The agent is trained for 4000 episodes in the study and the 
ANN shown here is trained for one epoch in every episode. 
Effectively the ANN is trained for 4000 epochs with 
dynamically changing data. However, since this is an LSTM 
network, the changing nature of the data is also learnt by the 
network. The central shared hidden layer enables multiple 
agents to cooperate with each other. Due to this cooperation the 
agents are able to produce a good output. Here, the competition 
behind agents must be avoided at all costs as that will results in 
selfish agents which may just shut down their base stations in 
order to save power. 

VII. RESULT ANALYSIS 

This section discusses about results being obtained from the 
simulation study by implementing the proposed scheme 
discussed in prior section. The recommended hardware and 
software stack for training the agent are as follows. 

 CPU: Intel Core I7 10th Generation. 

 GPU: Nvidia GeForce RTX 2060. 

 OS: Kali Linux 2021. 

 C compiler: GCC 10.2.1. 

 GPU C library: Nvidia CUDA 10.1. 

 GPU python bridge: Nvidia CuDNN. 

 Python: 3.8.2. 

 TensorFlow: 2.5.0. 

The above-mentioned stack is used in order to get the best 
results since the TensorFlow works better when it is executed 
on GPU. Above stack must be used in order to run TensorFlow 
over GPU. Table II highlights about the properties of vehicles 
considered for proposed scheme. 

TABLE II. PROPERTIES OF A VEHICLE (V) 

# Property Value Units 

1 Length 5 Feet 

2 Width 2 Feet 

3 Maximum Positive Acceleration 2 m/sec2 

4 Maximum Negative Acceleration 4.5 - m/sec2 

5 Typical Positive Acceleration 2 m/sec2 

6 Typical Negative Acceleration 4.5 - m/sec2 

7 Minimum Gap 2.5 Feet 

8 Maximum Speed 16.67 m/sec 

9 Headway Time 1.5 second 
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Fig. 3. Simulation Environment. 

As it can be observed from Fig. 3 that the simulation is a 
set up in such a way that there is always a base station in every 
intersection. Fig. 4 exhibits the higher level overview of system 
implementation. It is powerful enough to transmit till next base 
station. However, since the signal strength of the base station 
can be controlled by the RL agent, the base station’s power 
consumption will vary and the range also varies. If there are 
vehicles closer to each other, then it is enough if the base 
station transmits the signal to nearest car. That car can act as a 
repeater and transmit the message further to other cars. Hence 
if a particular junction is congested, then the base station may 
spend less amount of power to transmit the signal further. 

The reward depends on both travel time and power 
consumption. Hence the agent is expected to optimize both of 
these parameters. The environment is built in such a way that it 
can support one agent per every intersection. Hence this is a 
multi-agent environment. Every agent can perform the 
optimization of power and congestion in their own 
intersections however, they are expected to co-operate with 
each other and optimize the entire city’s power consumption 
and travel time of entire city in average. 

There are several base stations are present in the city as 
well as vehicles act as relay to the signal. If the vehicles are far 
apart, then the base stations have to send signal far hence there 
will be more power consumption by the base stations. The 
system must optimize the over power consumption as well. 
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Fig. 4. Higher Level Overview of the System. 

Following are the parameters which are being optimized 

 Useful Information Ratio: Every vehicle needs to 
receive the information required for itself. More it acts 
as a relay, more the battery consumption and lower the 
bandwidth utilization for itself. Hence base station 
must provide higher power for better data transmission. 

 Queue Length: Queue length is defined as the distance 
between front of the first stopped car in the intersection 
to the back of the last stopped car in the intersection 
(Feet). Traffic congestion is the average of all 4 
incoming queue lengths in each intersection. 

 Average Travel Time: Average travel time is nothing 
but average time taken by all cars to travel from source 
to destination (Entry intersection, Exit intersection). It 
is considered for Regular vehicles and Emergency 
vehicles. 

 Overall Power Consumption: This is the sum of power 
consumed by all base stations in the city. The order in 
which the priority is given to the parameters viz. Travel 
time of Emergency vehicles, Congestion, Travel time 
of Regular vehicles, Useful info ratio for emergency 
data, Useful info ratio for text data, Useful info ratio 
for audio/video data, Power consumption Simulation 
parameters are set as following. 

Fig. 5 highlights the consideration of 6X6 grid for proposed 
simulation with 36 intersections in total while there are two 
simulations done using this layout. Uniflow assumes that the 
traffic moves in a single direction during morning and opposite 
direction in the evening. Biflow assumes that the traffic moves 
in both directions during all times of the day. 

Fig. 6 highlights the map to shows the area considered in 
Hangzhou junction of China. It contains total of 16 junctions 
and traffic is the real recorded traffic. 

Fig. 7 highlights the map to shows the area considered in 
New York city that contains 196 junctions in total. The 
proposed system is assessed with existing system of learning-
based model of vehicular network in IoV. 

 

Fig. 5. 6X6 Grid for Simulation. 
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Fig. 6. Hangzou Simulation Setup. 

 

Fig. 7. New York Simulation Setup. 

 

Fig. 8. Average Travel Time for Various Methods. 

The above graph in Fig. 8 clearly indicates that the 
proposed method performs better for every scenario. As it can 
be observed, New York City is the most difficult scenario. For 
individual RL, data isn’t available. The overall travel time is 
reduced because of the LGAT architecture. The vehicular 
traffic follows a particular pattern during the day. LGAT can 
learn the temporal patterns as well and be able to predict the 
future vehicular traffic. 

An extra parameter which is considered in this study is that 
average travel time of emergency vehicles (Fig. 9) in which the 
proposed system is performing better compared to CoLight 
model. The performance is better in the proposed system since 
the LSTM layer is used From Fig. 10, can be observed that the 
travel time of emergency vehicle is half of regular vehicles. 

The graph in Fig. 11 shows that the overall power 
consumption is less for proposed method. This evidently shows 
that proposed system has better performance score when 
evaluated with existing CoLight model in perspective of 
different available dataset of data dissemination in vehicles of 
urban scenario. 

 

Fig. 9. Comparison of Travel Time for Emergency Vehicles. 

 

Fig. 10. Average Travel Time for Emergency Vehicle vs Regular Vehicle. 
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Fig. 11. Overall Power Consumption in MWH. 

VIII. CONCLUSION 

This study presents a novel mechanism to manage the 
urban traffic system and prevents the congestion at the same 
time. The system can be used to redirect emergency vehicles to 
shorter paths where there is less congestion and reduce their 
travel time. The presented model considers the aspect of power 
consumption by the system. This is carried out in order to 
address the problem about infotainment system that not only 
consists of the in-vehicle system but also the sensors, gateways 
and signal repeaters. Such forms of devices consume a lot of 
power in order to make sure the quality information is 
transferred. The implementation of proposed study also 
optimizes the power consumption by the infotainment system 
and ensures overall transmission efficiency. The proposed 
system constructs an optimal environment for the city traffic 
management and its reward system so that the system rewards 
the agent based on both power consumption and the travel 
time. While the environment is a single environment, this is a 
multi-agent system. An RL agent is assigned at every 
intersection and they control the traffic signal and power input 
of the transmitter at the intersection. An agent will also be 
aware of actions and states of other agents through a novel 
neural network architecture proposed in this study, LGAT 
architecture. The proposed system implements an LGAT that is 
a special type of LSTM in which one of the layer’s weights and 
biases are shared with all other agent’s weights and biases. The 
neural network here uses the DQN architecture for RL. The 
DQN architecture means the NN takes the action as input and 
outputs Q values for all possible actions. Q values are nothing 
but the future rewards for the system. The system is trained 
over multiple episodes with a single epoch per episode. The 
proposed study considers several existing methods and 
considers various parameters to study the traffic. There are two 
synthetic environments and two realistic environments in this 
study. The two realistic environments are the traffic data from 
Network city and Hongzow junction from Hong Kong. The 
synthetic environment contains two different environments 
which are 6x6 uniflow and 6x6 Biflow. 
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 
ABSTRACT 
 
Security is always a primary concern in any domain, because 
there is an increasing in crime rate and illegal activities. 
Computer vision learning places a premium on abnormal 
detection and monitoring, which has numerous applications 
for dealing with a wide range of issues. We are all aware that 
there is a high demand for safety protection, personal 
properties and security, in recent years, video surveillance in 
systems has become a major focus in people's lives, 
particularly in government agencies and businesses. The 
technique we are employing is anomaly detection, which aids 
in distinguishing various patterns and identifying unusual 
patterns in a short period of time; these patterns are referred to 
as outliers. Surveillance videos provide real-time output of 
unusual events. Anomaly detection in video surveillance 
entails breaking the process down into three layers: video 
labelers, image processing, and activity detection. As a result, 
it detects abnormalities in videos for video surveillance, 
providing an application by providing accurate results in 
real-time scenarios. In this proposed work, abnormal events 
are detected with 98.5 percent accuracy using images and 
videos. To prevent virus transmissions across the world the 
government forced to announce the lockdown due to 
COVID-19 pandemic. As a result, production at 
manufacturing plants in most areas was halted, resulting in 
the cessation of all economic activity. There is an even greater 
need to ensure the safety of youngsters. While there is a 
pressing need to revive workforce production. The work helps 
in maintaining social distance and wearing face masks while 
at work clearly reduces the risk of transmission. Monitor 
activity decided to identify violations using computer vision 
(Not Wearing Mask) Real-time alerts that send a trigger and 
an email with a photo of a rule violation to the appropriate 
authority as evidence of a rule violation. 
 

 
 

Key words: Covid-19, Deep CNN, Pandemic, Surveillance, 
Yolo.  
 
1. INTRODUCTION 
 

At that moment and area pass, technology is widely leaking 
around the earth. The motive of this is to boost us in our 
everyday residence. Technology has been used for 
surveillance for decades[8]. Government agencies, 
businesses, and private properties alike have been interested 
in video surveillance systems for many years. In today's 
world, people want better image quality, less expense, and a 
wider variety of different quantities and scalability. For 
protection purposes, cameras are the same as they have to be 
monitor real-time actions, receive data, and break down 
calculations of what's going on. Often, monitor the real-time 
activities, collect data, and give out analyses. 

The most important thing is to improve an algorithm that can 
detect mortal activity quickly and easily on video surveillance 
to take advantage of it [8]. In this case, we're combining 
simplicity and the necessities of the market. The nation is 
directly moving towards the end of mechanization as a result 
of workers' loads. Also, safety issues are a problem in the 
world. So why not just expand a modern strategy that fulfills 
the market demands? An easy task doesn't have to be 
complex. In this work, we discuss a simple software algorithm 
that let us classify events that occur in a video as normal or 
abnormal via the content of the video. 
 Globally the COVID-19 Pandemic has been severely 
affecting the World, affecting more than eight million people, 
according to data obtained by the end of the World Health 
Organization. To avoid the reach of the infection in common 
places, face masks should be worn and safe social distance 
should be followed. 
 For detecting masks and social distance, we employ 
cascade classifiers. With the use of machine learning, a 
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cascade process can be tested from a pair of beneficial and 
negative visions to identify odd information. 
 In this technique, initially the representation stands with 
several favorable and unfavorable snapshots or data. Then 
features like line features, edge features & four rectangle 
features are extracted from it. This is achieved with the help 
of Cascade of Classifiers.  
 Following these steps, the extracted features from both 
models are evaluated by comparing with the previously 
loaded data to figure out whether the image under study 
contains a weapon, or the person is wearing a mask securely 
or whether the country in the structure is maintaining a safe 
distance from among us. 
 If any deviation from the training data is observed, the 
object is labelled to be a weapon and alerts are let out in the 
form of a buzzing sound, a mobile phone notification and an 
email notification to the registered email address on the Cloud 
platform.  
 If the individuals in the scene are found to be not wearing 
a face mask or not located at the specified safe distance, an 
output window appears displaying the appropriate message. 
  
2. LITERATURE SURVEY 

 
[1] explains about low resolution frames, and can handle 

uncommon events like crowding and fights without require 
classifiers and training data sets, this methodology is low cost 
and able to recognize uncommon events as they occur. This 
method will increase ATM security by enhancing user 
authentication. Video surveillance systems face the challenge 
of detecting unusual events, although the light conditions 
within the environment may also affect the captured image.  

 
In proposed methodology [2] of cost again rises if we are 

handling with the event detection. An Algorithm is developed 
recently to detect an unusual events and also for enhancement 
of ATM’s security by using a low resolution cameras and with 
the lower cost. It can used in low resolution frames but require 
proper light condition. 

 
We are now seeing theft and robbery attacks on the general 

public in ATMs.[3]. Investigation agencies often have 
difficulty tracking cases. Our system detects odd events even 
with videos with low resolution, which use ARM 7 LPC 2148, 
to provide an enhanced ATM security system. At the moment 
of detecting a suspicious event in the ATM, a buzzer will 
sound and SMS will be sent from the GSM module to the 
ARM 7 telling it what to do.  

 
In [4] USA Social distancing has been shown to be an 

effective method of preventing the spread of the infectious 
Corona Virus Disease (COVID-19). It is challenging to track 
the 6-foot (2-meter) distance between you and your 
surroundings as individuals are unaccustomed to doing so. 
The system monitors for violations and releases a warning 

signal over audio and visual mediums without directly 
targeting the violator. Its accuracy, however, is lower.  

 
Using [5] open-source Computer Vision (OpenCV) 

software, which is used for Image processing operations, the 
system is implemented on the credit card sized Raspberry Pi. 

 
The paper [6] describes a video surveillance system that 

can be used in a crowded environment and describes an 
unusual event that occurred on the Lebanese International 
University Saida Campus.. Here with the help of Histogram of 
Magnitudes (HOM) we implement our results and we met our 
expectations.  
 
3.  PROPOSED SYSTEM 

Activity models occur hardly used for picturing the 
passionate essence, of a network but are furthermore utilized 
to establish the executable policy by using advanced and 
reverse engineering skills. 

 

 
Figure 1: Activity model of proposed system 

 
The figure 1 shows the Activity model of how their 

laboring technique will be accomplished characterizes the 
dynamic factors of the network. It occurs in a flowchart that 
illustrates the sequence from one of the activities to another. 
The flow can exist sequential, branched, or concurrent. Here 
the working starts with the camera and then it will extract the 
image, preprocessing procedure will be applied then it will 
select the features and extract it next it undergoes for 
classification if the event is unusual or usual and then it sends 
a message alert here comes the end of procedure. 
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OBJECTIVES 
 Our project is designed to create an Enhanced security 

system with automatic alert system of abnormal events. 
 
 It helps in environment to work safe in schools, 

colleges and in public area and it is a user friendly. 
        It helps in detecting who are not wearing a proper 
mask and who are all not maintaining social distance. 
 
 

 
Figure 2: Training model using camera 

 
The Figure 2 shows how we trained our model by using the 

Web camera, and the camera captures the live video and from 
that video live, we are going to observe the expression by 
taking the portrayal of the person into frames. We trained this 
by using algorithms to detect any unusual activity it must 
observe all the unusual events and detect them. 
 

4. DESIGN AND IMPLEMENTATION OF ANOMALY 
DETECTION 
 
It explains how to detect a weapon by observing the figure 3 in 
that first step, we initialize the web camera and start capturing 
the video frame. After that it will preprocess the image and 
reduce the noise, it will extract the feature. In weapon 
detection, we are using YOLOU3 framework has we seen in 
the figure 3. 
 
The YOLOU3 framework has been designed to detect objects 
in the cloud. It takes the entire image in a single object & 
divides it in a grid format & predict the sounding box 
coordinates. The advantages of YOLOU3 is increased speed 
which is necessary for real time applications. 
 
 
 

 
 

 
Figure 3: Block Diagram for Weapon Detection 

 
Once weapon is detected, it will send the Alert Notification to 
authorized person for sending SMS we are using Twilio 
module. 

 
 

Figure 4- Block Diagram for Face mask and Social 
distance Detection 

 
In figure 4 it explains detection of Face mask and Social 
Distancing, and in this diagram first camera will open in 
here. We are using open cv packages in that we are using cv2 
library. 
After that it will initialize the video frame & start capture the 
face of the person image preprocess the image means it will 
remove noise and unwanted images it will select only person 
image. After that it will select only person image. After that it 
will extract the features. We are using Haar cascade 
algorithm. 
In this algorithm, initially, the prototype is to be provided 
with various beneficial and unfavorable pictures or data. 
Then the features like line, edge, and four–rectangle features 
are extracted from it. After feature extraction it will train the 
image and create the model once the model is created it will 
test the image. The person is wearing a mask securely, or the 
people in the frame are keeping their distance from each 
other. 

5. IMPLEMENTATION OF CASCADE OBJECT 
DETECTOR (HAAR CASCADES) 

In Figure 5 Our benefit will be implemented utilizing the 
Haar Cascade classifier. In the 2001 journal “Rapid Object 
Detection using a Boosted Cascade of Simple Features", Paul 
Viola and Michael Jones proposed a multi-class Haar Cascade 
classifier as a beneficial object detection approach. Through 
the cascade function, a lot of favorable and unfavorable 
images are trained. This method is then used to detect items in 
other images based on the training. As you can see, they are 
huge individuals 

Matching templates find identical tracts in the bigger 
portraits by comparing them to a minor image, or template. 
Blob estimation observes items in attention by segmenting 
and analyzing blob property. With the Viola-Jones algorithm, 
pre trained objects such as faces, noses, and eyes can be 
identified by features similar to those in the Haar algorithm. A 
custom classifier could also be trained. 
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Figure 5: Live video stream is given as an input to the 

Facemask model 
 
FACIAL RECOGNITION ALGORITHM 
 
This section describes Viola-Jones algorithm here, as it is one 
of the popular features-based algorithms.  The Viola-Jones 
framework is a powerful framework despite its age. It has 
shown exceptional results in real-time face recognition. In 
spite of its slow training time, this algorithm can detect faces 
in real-time very quickly. The algorithm (which works on 
grayscale images, seeks out specific features in each sub 
region) takes a large portion of an image and looks at many 
smaller sub regions. In an image there are often many faces of 
varied sizes, so different positions and scales must be 
checked. Using this algorithm, Viola and Jones identified 
faces using features similar to those in the Haar algorithm. 
 

1. The video should be captured. 
 

2. By dividing the video into frames, you will be able to 
understand what's happening. 

 
3. You can also use YOLOv3 to get the bounding 

boxes around people in each frame. If it reaches the 
end of the frame, stop 

 
4. Furthermore, you should use Haar cascade to see 

where the faces are captured so that you can calculate 
their positions. 

 
5. If a person is wearing a mask, you need to detect the 

mask with the mask net and face net models. 
 

6. You can detect masks on a person and learn how 
much distance exists between their faces by using 
bounding boxes. 

 
7. Show the results on a results board above the video. 

 
8. The results should be displayed in an output stream. 

9. Repeat this process until the file is full 
 
 
 
 
 
 
 

DETECTION AND IDENTIFICATION OF WEAPONS 
 

 
 

Figure 6: Block Diagram 
 
We build a machine learning model using the Tensor flow 

backend and Python Programming Language as shown in 
figure 6. We train this model by passing a good amount of 
data and teaching it to distinguish between various types of 
detection made. 

Photographic, film, or video camera: A device that 
records visual images. It constantly works like a surveillance 
system. 

Pre-processing an image is a method of improving the data 
of images, aiming to suppress undesired distortions or 
enhance certain features that will be in the image once further 
analysis is completed. The image information content is not 
increased. 

Cropping and Image rejection: Cropping the image lets us 
extract the area of interest in an image. Rejection removes 
background details. 

Feature extraction: This process reduces the weight of 
dimensionality of raw data by dividing it up into smaller, 
more manageable sets 

Object detection using YOLO V3: One of the earliest 
possible real-time objective detection algorithms is YOLO 
(You Only Look Once) which is approximately 4.5 frames per 
second faster than the R-CNN clan (R-CNN, Fast R-CNN, 
Faster R-CNN, etc.) 

If statement for Event: It triggers an alarm if there’s an 
unusual event detected otherwise it continues scanning for 
Weapons within video frames. 

Alert Notification: If a weapon is detected then it sends an 
alert notification to the registered user and emails them a 
picture of the offender along with the weapon detected. 

Database: Dark net is a C and CUDA-based neural network 
framework. The framework brings out You Only Look Once 
(YOLO), a state-of-the-art, real-time object detection system 
Trained features: We train our model using COCO datasets 
for weapons and human detection. 
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6.RESULTS 

 

 
Figure 7:  Output of Weapon Detection 

 
In Figure 7 it shows an Output of Weapon Detection as 

Security is the main thing in today’s situation in public 
places, like if any events going on as so many people are 
getting together we can’t check all so here we implemented to 
detect a weapon by training all the types of weapons before 
itself. Here in figure knife is detected and it gives us a message 
alert by using Twilio account i.e. “WEAPON DETECTED”. 
 

 
Figure 8: Handgun Detection 

 
We get a 98.5% of accuracy matrix graph which shown in 

above figure 8 and it gives an message alert by using Twilio 
account i.e. “HANDGUN DETECTED”. 
 

 

 

 
Figure 9 :  Output of Face Mask Detection 

 
In figure 9 it shows an Output of Face mask detection, 

Wearing a Face Mask is one of the great meaningful creatures 
in this Pandemic Situation but people are neglecting and not 
wearing the face mask properly, So here we implement that 
the people who wearing a face mask and who are not wearing 
a face mask, as the figure tells u that the people who are 
wearing a face mask it marks all them as in GREEN color and 
people who are not wearing the face mask with the RED color 
mark along with this it gives a message alert like “PLEASE 
WEAR FACE MASK”. 
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Figure 10: Output of Social Distance Detection 
 

In figure 10it shows a Output of Social Distance Detection, 
as you know that maintaining a Social Distance is also one of 
the important criteria in today’s pandemic condition, as the 
people are not maintaining the distance properly so here by 
using camera we can identify who are all not maintaining the 
minimum distance of 19cm it gives an RED color mark to that 
person it sends an message alert like “PLEASE MAINTAIN 
SOCIAL DISTANCE” and the people who are all 
maintaining the social distance shows as GREEN color mark 
. 
7. CONCLUSION AND FUTURE ENHANCEMENT 
 

This model is more reliable in providing security. This is 
also much anticipated solution to the problem of illegal or 
rules violation in any places and also it can be used to monitor 
social distance and also mask detection by interfacing a 
camera to capture live face images. If mask is not detected and 
not maintaining social distance then it send a alert about the 
violation to authorized person. 

Also our model also helps in detecting Weapon and 
unusual activity and sending alert to the consult person. 

Advantage and Disadvantage:  
Advantage: 

❑ Gives Assurance of safety from contagious 
COVID-19    

❑ It Increases safety due to detection and alert 
system 

❑     Opportunities to avoid greater loss or 
damage due to prior alerts and notifications 

❑ Helps in detection of particular objects like 
dangerous weapons, face mask 

Disadvantage: 
❑ Fake weapons are also detected 
❑ Social distancing detection applicable for 3 or 

less people 
 
 

Applications: 
 Our Model Can be set up in crowded places like 
 Railway stations 
 Airports 
 Bus stand 
 Malls 

It also useful in buildings that requires high security like 
 Banks  
 Museums 
 Jewelry shop 
 ATMs 

 
Future Enhancements: 

❏ Algorithm can be modified and more intricate data 
can be fed to make the machine capable of Crowd 
Detection in order to ensure social distancing as a 
contribution to prevailing pandemic situation. 

❏ Sensors and required circuits can be paired with the 
hardware model in order to detect and monitor 
accidents like fire breakouts, gas leaks, 
explosions. 

❏ The project can make good use of upcoming 
advancements in CCTV surveillance technology 
to improve its efficiently, ease of access and output 
accuracy. 

❏ Model can be upgraded and trained much more 
efficiently to differentiate between real and fake 
objects and situations. 
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Abstract 
In light of the increasing number of clinical narratives, a modern 
framework for assessing patient histories and carrying out clin-
ical research has been developed. As a consequence of using 
existing approaches, the process for recognizing clinical enti-
ties and extracting relations from clinical narratives was subse-
quently error propagated. Thus, we propose an end-to-end clin-
ical relation extraction model in this paper. Clinical XLNet has 
been used as the base model to address the discrepancy issue, 
and the proposed work has been tested with the N2C2 corpus.
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1. Introduction
Data is the collection of facts and statistics concerning an object or originated an 

event. The processed data is information whose objective is to increase its usefulness 
of the data. Knowledge represents an understanding of certain information. The un-
structured nature of text data makes automated understanding difficult and has led to 
the development of several text mining (TM) techniques in the last decade (Bose, P., 
et al., 2021).

In the clinical context, clinical data is raw data in a patient’s Electronic Health Re-
cord (EHR). The clinical narrative written by a healthcare practitioner originated in the 
occurrence of an event, such as admission reports written during patient admission, 
lab reports, and discharge summaries. Clinical data from electronic health records are 
used for computerized clinical applications (e.g., clinical decision support systems) 
and clinical and translational research. EHR data can serve as a challenge because 
patient information can be embedded in the clinical text, which is not directly accessi-
ble through other computerized applications that utilize structured data (Tang, B., Cao, 
H., Wu, Y., Jiang, M., & Xu, H., 2013, April).

The clinical terms found and extracted from the clinical data, such as medication 
or diseases, is clinical information. Clinical knowledge comprises comprehension of 
the clinical data extracted, such as establishing clinical relations between the patient 
diagnosis and the clinical terms found in the patient’s EHR. An example of clinical 
knowledge could be discovering which medications are more prescribed in a given 
clinical specialty based on the clinical information extracted from the EHRs’ clinical 
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data, written in narratives.
NLP technologies have been introduced in the medical domain in the past decade 

that extracts structured clinical information from narrative text (Friedman, C., et al., 
1994). The term Natural Language Processing (NLP) refers to the methods used by 
computers to interpret spoken or written information. Several high-level tasks are need-
ed to process human languages with NLP, such as machine translation, question-an-
swering systems, information extraction, and natural language understanding. As part 
of data analysis, KDD, and data mining, knowledge extraction is essential to extract-
ing structured information from unstructured data. A significant amount of continuous 
medical information is acquired, maintained, and available digitally, including back-
ground information, blood tests, medications, therapies, and therapeutic interventions.

Clinical Named Entity Recognition (NER) is an essential step in extracting patient 
data from medical records. A need for clinical NER in the mining of clinical data has 
attracted research attention. Specifically, it aims to build a database of unique medical 
entities from medical texts, where the target entities include diseases, medications, 
examinations, and remedies 9 Zhang, R., Zhao, P., Guo, W., Wang, R., & Lu, W., 2022). 
However, medical NER differs from generic NER in several important ways. There are 
many alternative spellings and synonyms that contribute to the development of vocab-
ulary. As a result, medicine interpretation is negatively affected.

This research aims to extract end-to-end relation extraction from text data using 
natural language processing, discovering clinical concepts within the texts and their 
relationships. Current solutions often resolve the problem in two steps: identifying the 
named entities and classifying any relations between them (Giorgi, J., et al., 2019). 
These two steps can be regarded as two traditional subtasks, namely named entity 
recognition (NER) and relation classification (RC), which propagate errors from NER 
to RC without giving feedback from RC to NER (Bethard, S., et al., 2015, June; Lee, H. 
J., et al., 2016, June).

Due to the limitation of error propagation between subtasks, we developed the clini-
cal XLNet model based on natural language processing to achieve end-to-end relation 
extraction from clinical text data.

The structure of the paper has been structured as follows: Section 2 presents the 
recent works of literature; section 3 depicts the detailed description of the proposed 
methodology; section 4 deliberates the implementation results; finally, section 5 con-
cludes the paper.

2. Literature Survey
This section provides a survey of some existing research related to clinical relations 

extraction from electronic health records.
Mahendran, D., & McInnes, B. T. (2021) use relation extraction techniques to ex-

amine the relationship between drugs and associated attributes. An outline of three 
approaches is provided: a rule-based approach, a deep learning approach, and a 
contextualized language model approach. Experimental results demonstrated that the 
contextualized language model-based approach outperformed other approaches and 
reached the highest ADE extraction performance.

Hasan, F., Roy, A., & Pan, S. (2020, November) investigate whether word and 
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sentence embeddings can be used to improve the accuracy of relation extractions 
using traditional NLP features. In order to extract clinical relationships, different neu-
ral network architectures have been explored for combining text embeddings (e.g., 
Word2Vec and BERT) and traditionally syntactic and semantic features. Comparison 
between models employing static word embedding (e.g., Word2Vec) and models em-
ploying contextual embedding (e.g., BERT). Even though conventional contextual em-
bedding with BERT is very effective, models that combine the technique with traditional 
syntactic and semantic features perform worse than those that combine conventional 
contextual embedding with static Word2Vec embedding.

Perera, N., Dehmer, M., & Emmert-Streib, F. (2020) describe approaches to Named 
Entity Recognition (NER) and Relation Detection (RD), which can be used to determine 
relationships between proteins and drugs or genes and diseases. A specific biomed-
ical or clinical problem can be summarized using large-scale details integrated into 
networks, allowing easy data management and analysis.

Liao, W., & Veeramachaneni, S. (2009, June) presented a semisupervised learning 
algorithm that used CRFs in the NER. Their algorithm provided high-precision labels 
for unlabeled data based on independent evidence. This allows for the automatic ex-
traction of high-accuracy data without redundant information. A more accurate classi-
fier would be the result of the next iteration.

Jiang, S., Zhao, S., Hou, K., Liu, Y., & Zhang, L. (2019, October) modeled Chinese 
electronic medical records using a BERT-BiLSTM-CRF model. A pre-trained BERT lan-
guage model improves word semantics, followed by a biLSTM network with a CRF 
layer, with word vectors used as inputs. In contrast to previous approaches that aimed 
to utilize feature engineering and domain knowledge, the BERT model improves se-
mantic representation. At the same time, the BiLSTM network solves the issue of pre-
vious methods that relied on feature engineering and domain knowledge. The CRF 
model is a new approach that focuses on context annotation information instead of 
other approaches.

Shi, X., et al. (2019) proposed a novel joint deep learning method to recognize 
clinical entities or attributes and extract entity-attribute relations simultaneously. This 
method combines two state-of-the-art methods for named entity recognition and re-
lationship extraction, such as bidirectional long short-term memory with conditional 
random fields and long short-term memory.

Xu, J., He, H., Sun, X., Ren, X., & Li, S. (2018) introduced a unified model which 
allows semi-supervised learning to learn in-domain unlabeled data by self-training. 
Large amounts of unlabeled data are combined to enhance the performance of the 
NER.

Li, F., Zhang, M., Fu, G., & Ji, D. (2017), using a joint neural model to extract bio-
medical entities and relationships, investigated how knowledge could be extracted 
from biomedical data. This methodology combines several state-of-the-art neural mod-
els for entity recognition and relation classification in natural language processing and 
text mining. Besides extracting adverse events related to drug-induced diseases, their 
model also extracted residences related to bacteria.

Throughout the analysis, the use of relation extraction techniques to examine the 
relationship between drugs and associated attributes requires a lot of manual work 
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(Mahendran, D., & McInnes, B. T., 2021). The word and sentence embeddings are 
used to improve the accuracy of relation extractions using traditional NLP features 
[9]. The clinical problem can be summarized using large-scale details integrated into 
networks (Perera, N., Dehmer, M., & Emmert-Streib, F., 2020). The high-precision la-
bels for unlabeled data for automatic data extraction (Liao, W., & Veeramachaneni, S., 
2009, June). Word semantics, a pre-trained BERT language model, is used, followed 
by a biLSTM network with a CRF layer, which provokes discrepancy issues (Jiang, 
S., Zhao, S., Hou, K., Liu, Y., & Zhang, L., 2019, October). A novel joint deep learning 
method to recognize clinical entities or attributes (Shi, X., et al., 2019). Large amounts 
of unlabeled data are combined to enhance the performance of the NER, but more 
memory is required for training (Xu, J., He, H., Sun, X., Ren, X., & Li, S., 2018). A joint 
neural model to extract biomedical entities and relationships, but there are high pos-
sibilities of error propagation (Li, F., Zhang, M., Fu, G., & Ji, D., 2017). A novel relation 
extraction technique is proposed, elaborated in the next section, to eliminate the is-
sues mentioned above.

3. End-to-End Clinical Relation Extraction
A new framework for assessing patient histories and conducting clinical research 

has evolved due to the expanding number of clinical reports. Clinical entity recogni-
tion and relation extraction are two of the most critical challenges for extracting valu-
able information from clinical text data. The existing research developed a pipeline 
for performing entity recognition and relation extraction tasks separately, which could 
propagate the error from the former task to the latter one, provoking error propagation 
and performance degradation is provoked. A novel strategy named end-to-end clinical 
relation extraction has been proposed to overwhelm the issues mentioned above. To 
deal with the issue of error propagation, both entity recognition and relation extraction 

Fig. 1. Block diagram of the proposed end-to-end clinical knowledge discovery 
strategy
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are performed solely rather than separately. Clinical XLNet, a large bidirectional trans-
former model, has been incorporated as a base model to resolve BERT-based models’ 
discrepancies. Here, the position embedding has been incorporated upon clinical XL-
Net to take advantage of the entities’ positional data of the entities by entity markers 
with the existing [CLS] vector. To leverage the dependent event relation association 
and the independent events, the multinomial Naïve Bayes probability function has been 
performed parallel to the joint conditional probability function. Whereas the multinomial 
Naïve Bayes leverages the prior probability with conditional probability to determine 
the probability of the dependent event relation association; furthermore, if the entity 
pairs are presented in consecutive sentences, the relations between them have been 
learned through incorporating multi-head attention layer at the top of the clinical XLNet. 
The transformer outputs are concatenated through a linear layer. Finally, the softmax 
classifier can be employed to present the entity relation, which might be drug-adverse 
drug event, drug-reason, etc. At last, the absolute and abundant knowledge discov-
ered from the entity relation extraction will be portrayed in a graphical or statistical 
form. The block diagram of the proposed methodology is depicted in figure 1.

3.1. Clinical Entity Recognition 
The clinical image or clinical text has been utilized for clinical knowledge 

discovery, whereas we have extracted the knowledge by adopting clinical text data. 
Initially, the clinical text data has been pre-processed to retain the eminence of the 
input corpus for data miners to gain knowledge. The pre-processing steps include data 
cleaning, tokenization, parts of speech tagging, parsing, stemming, and 
lemmatization. After the data cleaning process, the sentences are split into several 
tokens, and then the parts of the speech process have been carried out. In order to 
resolve the structural ambiguity, parsing is carried out, which identifies the 
constituents. 

Consequently, stemming and lemmatization have been performed. The procedure 
for stemming is to remove and replace word suffixes to arrive at a common root for the 
term. A lemma is a canonical form of a word, whereas a stem may or may not be an 
actual word. This reduces a word's inflectional forms and certain derivationally related 
forms to a single base form. 

The clinical named entity recognition is the task that is crucial for relation 
extraction. If the entities are not recognized appropriately, the error of entity recognition 
was carried forward into the relation extraction task on the knowledge discovery 
pipeline. This provokes error propagation, implying performance degradation and the 
erroneous discovery of knowledge. To prevent this, the clinical entity recognition and 
the relation extraction tasks were performed solely on the single model. Most existing 
approaches rely on sequence labeling models like BERT with Bi-LSTM or CRF, which 
suffered from discrepancy issues while tuning with contextual embedding. In order to 
overcome this, the XLNet, a large bidirectional transformer model, has been adopted 
as a base model in our research. 

The XLNet, on the other hand, has been fine-tuned by utilizing smaller clinical data 
to maximize the task-specific knowledge to make XLNet a clinical XLNet, where the 
named entity recognition has been taken place. The embedding layers are mainly 
contributed to clinical entity recognition. The XLNET embedding should be pre-trained 
with the clinical notes datasets using Permutation Language Modeling. The permuted 
language model (PLM) maintains the benefits of autoregressive modeling while 
simultaneously allowing systems to include bidirectional context. If a sentence is given 
as 𝑦𝑦 = (𝑦𝑦!	, 𝑦𝑦#, 𝑦𝑦$ ………𝑦𝑦%)with the length of m, there is m! Possible permutations. 
Symbolize 𝐻𝐻%as the permutations of set {1,2,3,……𝑚𝑚}. For a permutation	ℎ	 ∈ 	𝐻𝐻%, 
represents ℎ&as the T-th element in ℎ	𝑎𝑎𝑎𝑎𝑎𝑎	ℎ < 𝑇𝑇 as the first T-1 element in h. PLM pre-
trains the model by achieving the preceding criteria, 

 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦; 𝜃𝜃) = Ε' ∈ 𝐻𝐻% ∑ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦'&|𝑦𝑦'(&; 𝜃𝜃)%
&)*+!       (1) 

During the autoregressive pre-training, each predicted token in PLM can only view 
its previous tokens in a permuted phrase and has no knowledge of the whole 
sentence's position. The permutation Language modeling has been done in the 
embedding layer to generate a better clinical embedding from clinical notes. The 
embedding layer processes are depicted in figure 2. Initially, the pre-processed data 
has been inputted to the clinical XLNet model, whereas the token embedding layer 
generates the inputs as tokens for further processing. In clinical XLNet, the [CLS] token 
has been employed as a classification token; the [SEP] token is for the separation of 
sentences. However, the [CLS] token utilizes only partial knowledge from the input 
sequence, which affects the positioning of entities. Thus to resolve this, the position 
embedding has been incorporated upon clinical XLNet to leverage the position 
information of the entities by entity markers with the existing [CLS] vector, which 
contributed to carrying forward the entire knowledge up to the end of the task. In figure 
2, the entity tokens are represented as entity markers{𝐸𝐸!, 𝐸𝐸#, …	𝐸𝐸,}, which has been 
appropriately identifying the clinical entities in the input clinical text data. 
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3.1. Clinical Entity Recognition 
The clinical image or clinical text has been utilized for clinical knowledge 

discovery, whereas we have extracted the knowledge by adopting clinical text data. 
Initially, the clinical text data has been pre-processed to retain the eminence of the 
input corpus for data miners to gain knowledge. The pre-processing steps include data 
cleaning, tokenization, parts of speech tagging, parsing, stemming, and 
lemmatization. After the data cleaning process, the sentences are split into several 
tokens, and then the parts of the speech process have been carried out. In order to 
resolve the structural ambiguity, parsing is carried out, which identifies the 
constituents. 

Consequently, stemming and lemmatization have been performed. The procedure 
for stemming is to remove and replace word suffixes to arrive at a common root for the 
term. A lemma is a canonical form of a word, whereas a stem may or may not be an 
actual word. This reduces a word's inflectional forms and certain derivationally related 
forms to a single base form. 

The clinical named entity recognition is the task that is crucial for relation 
extraction. If the entities are not recognized appropriately, the error of entity recognition 
was carried forward into the relation extraction task on the knowledge discovery 
pipeline. This provokes error propagation, implying performance degradation and the 
erroneous discovery of knowledge. To prevent this, the clinical entity recognition and 
the relation extraction tasks were performed solely on the single model. Most existing 
approaches rely on sequence labeling models like BERT with Bi-LSTM or CRF, which 
suffered from discrepancy issues while tuning with contextual embedding. In order to 
overcome this, the XLNet, a large bidirectional transformer model, has been adopted 
as a base model in our research. 

The XLNet, on the other hand, has been fine-tuned by utilizing smaller clinical data 
to maximize the task-specific knowledge to make XLNet a clinical XLNet, where the 
named entity recognition has been taken place. The embedding layers are mainly 
contributed to clinical entity recognition. The XLNET embedding should be pre-trained 
with the clinical notes datasets using Permutation Language Modeling. The permuted 
language model (PLM) maintains the benefits of autoregressive modeling while 
simultaneously allowing systems to include bidirectional context. If a sentence is given 
as 𝑦𝑦 = (𝑦𝑦!	, 𝑦𝑦#, 𝑦𝑦$ ………𝑦𝑦%)with the length of m, there is m! Possible permutations. 
Symbolize 𝐻𝐻%as the permutations of set {1,2,3,……𝑚𝑚}. For a permutation	ℎ	 ∈ 	𝐻𝐻%, 
represents ℎ&as the T-th element in ℎ	𝑎𝑎𝑎𝑎𝑎𝑎	ℎ < 𝑇𝑇 as the first T-1 element in h. PLM pre-
trains the model by achieving the preceding criteria, 

 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦; 𝜃𝜃) = Ε' ∈ 𝐻𝐻% ∑ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦'&|𝑦𝑦'(&; 𝜃𝜃)%
&)*+!       (1) 

During the autoregressive pre-training, each predicted token in PLM can only view 
its previous tokens in a permuted phrase and has no knowledge of the whole 
sentence's position. The permutation Language modeling has been done in the 
embedding layer to generate a better clinical embedding from clinical notes. The 
embedding layer processes are depicted in figure 2. Initially, the pre-processed data 
has been inputted to the clinical XLNet model, whereas the token embedding layer 
generates the inputs as tokens for further processing. In clinical XLNet, the [CLS] token 
has been employed as a classification token; the [SEP] token is for the separation of 
sentences. However, the [CLS] token utilizes only partial knowledge from the input 
sequence, which affects the positioning of entities. Thus to resolve this, the position 
embedding has been incorporated upon clinical XLNet to leverage the position 
information of the entities by entity markers with the existing [CLS] vector, which 
contributed to carrying forward the entire knowledge up to the end of the task. In figure 
2, the entity tokens are represented as entity markers{𝐸𝐸!, 𝐸𝐸#, …	𝐸𝐸,}, which has been 
appropriately identifying the clinical entities in the input clinical text data. 
  

••Fig. 2. Embedding Process
As with the entity markers, each entity is preserved until the end of the knowledge 

discovery process. The clinical entities are drug, class, dosage, frequency, duration, 
route, and condition. Thus the relation between the drug with the different entities has 
been extracted by the relation extraction process, which is explained in the next section.

Azerbaijan Journal of High Performance Computing, 4 (2), 2021



238

4. Result and Discussion
This section provides a detailed explanation of the implementation results and the 

evaluation metrics of the proposed system. A comparison has also been provided to 
demonstrate that the proposed model’s performance is superior to existing models.

4.1. Experimental Setup
This work has been implemented in the working platform of python with the 
following system specification, and the simulation results are discussed below.

		  Platform			   : Python
		  OS				    : Windows 10
		  Processor			   : 64-bit Intel processor
		  RAM				    : 8 GB RAM
		  Dataset     			   : N2C2 dataset

4.1.1. Dataset Description
The corpus utilized in the proposed methodology is National NLP Clinical Chal-

lenges (n2c2) 2018 dataset. The n2c2 corpus contains the electronic health record 
of several patients in 10 classes. The medical history, diagnosis, drug name, class of 
the drug, treatment plans, vaccination dates, allergies, the frequency of the intake of 
drugs, duration, route, condition, radiological pictures, and laboratory and test results 
of a patient are all kept in the record. The discharge summaries of patients presented 
in the corpus are considered for knowledge discovery. The n2c2 corpus contains en-
tity annotations: drug, strength, form, dosage, frequency, route, duration, reason, and 
ADR. There are eight different kinds of clinical entity relations: strength–drug (severity), 
form–drug (form), dosage–drug (do), frequency–drug (fr), route–drug (route), dura-
tion–- drug (du), reason–drug (reason), ADR–Drug (adverse).

The n2c2 corpus has been employed as the input to the proposed clinical XLNet 
model for knowledge discovery. The corpus is grouped into 10 classes, each contain-
ing several patients’ health records that have been initially pre-processed for cleaning, 
then represented statistically in figure 3.

Fig. 3. Statistical representation of n2c2 corpus
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Fig. 4. Tokenization

Fig. 5 (a)

fig. 5 (b)

Fig. 5. Entity Relation Extraction
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For knowledge discovery, the clinical entity recognition task is the one that has to 
be focused on to enhance the proposed model’s efficiency. To do that, the tokeniza-
tion takes place with token embedding, which is depicted in figure 4. On the obtained 
tokens, the incorporation of position embedding has been identifying the position of 
the entities and the entity relation with the drug, which is portrayed in figure 5. In figure 
5(a), the entity types marked in the input record have been illustrated. In figure 5(b), 
the identified entity relations with the drug are listed in the output window with the po-
sition of entities, whereas the entity drug is indicated as chemical.

5. Conclusion
In this paper, a novel end-to-end clinical relation extraction strategy has been pro-

posed with clinical XLNet. The proposed model has considered the extraction of entity 
pairs in consecutive sentences, and this provides vast knowledge from the clinical text 
data, which has been implemented with the n2c2 corpus.
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A large amount of patient information has been gathered in Electronic Health Records (EHRs) concerning their conditions. An
EHR, as an unstructured text document, serves to maintain health by identifying, treating, and curing illnesses. In this research,
the technical complexities in extracting the clinical text data are removed by using machine learning and natural language
processing techniques, in which an unstructured clinical text data with low data quality is recognized by Halve Progression, which
uses Medical-Fissure Algorithm which provides better data quality and makes diagnosis easier by using a cross-validation
approach. Moreover, to enhance the accuracy in extracting andmapping clinical text data, Clinical Data Progression uses Neg-Seq
Algorithm in which the redundancy in clinical text data is removed. Finally, the extracted clinical text data is stored in the cloud
with a secret key to enhance security. (e proposed technique improves the data quality and provides an efficient data extraction
with high accuracy of 99.6%.

1. Introduction

Clinical data is a standard source of information in most
clinical andmedical studies. Medical information is gathered
either as part of routine hospital treatment or as part of a
systematic clinical research plan. Clinical evidence is divided
into six categories: Administrative reports, claims data,
patient/disease registries, health audits, clinical trial data,
and electronic health records. (e purest type of electronic
clinical data is collected at a treatment institution, hospital,

clinic, or internship at the point of service. (e electronic
medical record (EMR), also known as the electronic health
record (EHR), is normally not accessible to outside re-
searchers. A longitudinal database of electronic health in-
formation about particular patients and communities is
known as an electronic health record (EHR) [1]. EHRs are
often used to track healthcare procedures. EHRs provide a
wealth of knowledge that makes them useful for a variety of
other purposes [2]. Reducing prescription mistakes,
implementing improved coordination and information-
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sharing practices between physicians, lowering healthcare
rates, better control of patients’ medical records, improving
care quality, and contributing to better outcomes are only a
few examples.

An electronic health record is an electronic version of a
patient’s medical records [3] maintained by a health care
professional for some time, and it includes all of the es-
sential statistical healthcare details related to the care
provided to a person by a specific provider, such as profiles,
success notes, complications, prescriptions, important
signs, and medical history [4]. Privacy, secrecy, and con-
fidentiality are all concerns that must be resolved in an
electronic health record system [4]. Even though security
and privacy are closely linked, they are fundamentally
separate. Privacy refers to a person’s ability to choose when,
how, and to what extent personal information is [5, 6]
exchanged or transmitted by others, while confidentiality
refers to the degree to which access to someone’s personal
information is limited and permitted. An individual’s trust
in the safety and confidentiality of their medical history had
a positive impact on their motivation to create an electronic
health record [7]. Patients’ ability to encourage health care
providers to exchange their medical data by using cloud
computing techniques has been [8] limited as a result of
privacy issues. Antivirus tools, chief information security
officers, and cloud computing are other security methods
that are used, but their deployment is [9] budget-
dependent.

Even though the cloud storage infrastructure seems to be
successful, antivirus protection remains a more widely used
security measure. Security concerns have been raised as a
result of IT developments such as hosting health data on
remote servers managed by third-party cloud service pro-
viders [10]. Specific skills for interpreting and collecting
information would be needed as information about the
patient’s condition continues to grow rapidly. Graphics,
icons, free text, and numbers are all examples of data formats
that can be contained in the EHR program [11]. (ere are
two types of data formats: structured and unstructured. [12]
Since the data already has a defined structure, traditional
mathematical or machine learning approaches may be used
to analyze structured data types with little effort. Hospital
notes, surgical history, discharge summaries, radiology re-
ports, diagnostic photographs, and pathology reports are the
unstructured data contained in EHR.

Natural language processing (NLP) refers to a com-
puter’s capacity to comprehend the more recent human
speech words and text. Natural language processing is
gaining popularity in healthcare due to its ability to scan,
review, and translate massive volumes of patient data. In the
healthcare media, NLP will accurately give voice to the
unstructured data of the universe, [13] providing incredible
insight into understanding efficiency, refining processes, and
improving patient outcomes. Natural language processing in
healthcare employs sophisticated engines capable of
scrubbing vast amounts of unstructured health data for
previously ignored or incorrectly written medical condi-
tions. Using [14–16] machine-learned algorithms to inter-
pret medical records in natural language, an illness that

could not have been coded before may be discovered. Al-
gorithms are the building blocks in a machine learning
program and are a series of instructions for completing a set
of tasks. (e algorithms are programmed to learn from data
without the need for human interference. [17] Machine
learning algorithms increase prediction accuracy over time
without the need for scripting. Machine learning applica-
tions can potentially improve the accuracy of treatment
protocols and health outcomes through algorithmic
processes.

(us, the analysis of unstructured data with a novel
solution for data sensitivity, security, quality, and accessi-
bility using machine learning and natural language pro-
cessing should be proposed.(e main goal of this research is
to develop machine learning and natural language pro-
cessing method for recognizing unstructured clinical text
data. Even though several data extraction strategies have
been proposed, recognizing the unstructured clinical text
data remains difficult. (e content of the paper is organized
as follows: Section 1 represents the introduction; Section 2
presents the literature survey of clinical text data; the novel
solutions are presented in Section 3; the implementation
results and its comparison are provided in Section 4; finally,
Section 5 concludes the paper.

2. Literature Survey

Digital Imaging and Communication inMedicine (DICOM)
is considered to be the most commonly used medical image
format among hospitals. Dorgham et al. [18] proposed to
enhance the secure transfer and storage of medical images
on the cloud by using hybrid encryption algorithms. One of
today’s most important priorities is the security of data
processed in cloud data centers. When confidential data,
such as medical images, is uploaded or shared on the cloud,
it must be treated with extreme caution to ensure its reli-
ability. (ey are made up of one or more compact files that
cannot be seen on a screen and saved in a folder. As a result,
the data can be accessed at any time. As a result, preserving
data protection and denying unauthorized access becomes
critical.

Agrwal et al. [19] have used a hybrid integrated Fuzzy
Analytical Hierarchy Process-Technique for Order of
Preference by Similarity to Ideal Solution (Fuzzy AHP-
TOPSIS) method for evaluating various information secu-
rity. It is essential and sufficient to evaluate information
security using an integrated fuzzy MCDMmethodology and
to define various security attributes in a systematic and step-
by-step (tree-based) fashion. (is web application did not
focus on data quality and data based on electronic health
records.

Clinical data synthesis aims at generating realistic data
for healthcare research, system implementation, and
training. It is a promising tool for situations where real-
world data is difficult to obtain or unnecessary. Chen et al.
[20] examined an open-source well-documented synthetic
data generator Synthea, which was composed of key ad-
vancements in this emerging technique. (ey selected a
representative 1.2-million Massachusetts patient cohort
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generated by Synthea. Synthea and other synthetic patient
generators do not use model for treatment anomalies or the
possible results that could emerge from them. So synthetic
data generators consider critical quality measurements in
their logic and model when clinicians can deviate from the
standard to produce a more practical data collection.

In recent years, deep learning techniques have dem-
onstrated superior performance over traditional machine
learning (ML) techniques for various general-domain NLP
tasks. Clinical documents pose unique challenges compared
to general-domain text due to the widespread use of acro-
nyms and nonstandard clinical jargon by healthcare pro-
viders.(e study by Hasan et al. [21] shows that compared to
methods using linear models such as support vector ma-
chines (SVMs) or logistic regression, nonlinear neural
network models have promising outcomes. (e obtained
state-of-the-art outcomes as opposed to the lexicon-,
knowledge-source-, and conventional machine learning-
based systems, demonstrating the usefulness of deep
learning approaches to solve different clinical NLP issues, do
not state the accessibility of unstructured data.

Identifying chronic conditions in the electronic health
record is an important but challenging task. Here, systems
adopt methods that allow for automated “noisy labeling” of
positive and negative controls. Murray et al. [22] combined
a variant of the Easy Ensemble method with the technique
of Learning with Noisy Labels. Each of the individual
models was trained by using all the 583 positive cases and a
random pool of 583 negative patients. All the models in the
ensemble were trained with 1 : 1 class balance and shared
the same positive set. (is is important for conditions such
as systemic lupus erythematosus SLE, for which diagnostic
uncertainty is common, and there is often incomplete
documentation.

Kumar et al. [23] presented an overview of the current
state of healthcare information and a tiered model for
healthcare information management in businesses. (e
report also assesses the numerous elements that play a role
in healthcare information security breaches. AHP-TOPSIS’
hybrid fuzzy-based symmetrical technique. Furthermore,
to examine the impact of the estimated results, the authors
tested the results on Varanasi’s local hospital software. (e
comparison and sensitivity analysis verify the tested out-
comes of the parameters. However, the efficient and ac-
curate extraction of clinical text data is not considered in
this work.

Harnoune et al. [24] presented an end-to-end strategy
for information extraction and analysis from biological,
clinical notes using the Bidirectional Encoder Representa-
tions from Transformers (BERT) model and the Conditional
Random Field (CRF) layer. (ey also constructed a named
entity recognitionmodel capable of recognizing entities such
as drug, strength, duration, frequency, adverse drug re-
sponses, the rationale for taking medicine, method of ad-
ministration, and form. However, the security and authority
of clinical data during storage are not considered in this
work.

In [18], cloud transfer of data was a tedious process [19].
Security should be maintained in clinical data [20] as

sensitive information needs more privacy [21] and data
quality to improve the accessibility [22] of unstructured data.
[23] requires efficient and accurate data extraction and in
[24], there is a need to consider the security and authority in
the clinical text data. Hence, it is understood that the existing
techniques face problems in improving the quality of clinical
text data; the accessibility of unstructured data is not pro-
vided, and it is difficult to maintain data security and au-
thority. Based on an overview of the literature survey, the
problem faced on data security, data quality, accessibility of
unstructured data should be processed, and a new novel
solution had to be implemented based on machine learning
and natural language processing.(e proposed methods will
contribute to all stages of clinical text data extraction,
starting with splitting the clinical text data and ending with
extraction and storage. (e approaches that are already in
use in clinical data extraction are explained above. (e next
section explains the techniques and benefits of the algo-
rithms in the proposed method.

3. Discovery of Knowledge in Clinical Data
Using Machine Learning and Natural
Language Processing in Cloud

(e machine learning approach focuses on advanced
computational techniques to identify data and the natural
language processing methods enabled to process and analyze
textual data written in human languages. Recognition of
clinical text data was a tedious process; existing techniques
have used several methods for structured data but not in
unstructured data, so it could not determine the effective
results and data quality. Using our novel Halve Progression,
we recognize unstructured clinical text data based on ma-
chine learning techniques to split the unstructured clinical
text data according to the disease condition.(e novel Halve
Progression technique utilizes a novel Medical-Fissure al-
gorithm that uses cross-validation based on structured data
and thus, the recognition terms are made to be more effi-
cient. After recognizing text data, extraction of data is re-
quired to obtain extensive knowledge in clinical data. (is
can be processed based on clinical language processing;
existing techniques could not determine the ambiguity, and
mapping with medical terms was not accurate. Our pro-
posed Clinical Data Progression technique uses Neg-Seq
algorithm that uses statistical features and Unified Medical
Language System (UMLS) with unique identification for
mapping. Hence, the resultant data can be used for further
diagnosis activity. Extracted data can be stored in a cloud
platform since it is considered to be best for accessibility and
storage, so an effective cloud framework is required to store
clinical data as it contains vast data and sensitive infor-
mation. Our Cloud Progression uses RS access control that.

It performs validation and authorizes and has a private
key for data sharing. So the clinical text data is stored in the
cloud with security and authority. Hence, as shown in
Figure 1, in our proposed novel method, clinical text data is
recognized, extracted, and stored efficiently by machine
learning techniques and natural language processing in a
cloud environment.

Computational Intelligence and Neuroscience 3



3.1.Halve Progression. (e clinical text data recognition was
challenging, particularly unstructured clinical text data
recognition, and the prior approach could not identify the
effective outcome because it required many conversion
procedures. A machine learning approach is employed in
this work to detect unstructured clinical text data. Using a
cross-validation approach, the Medical-Fissure Algorithm
divides clinical text data based on illness state.

Halve progression is used to split the clinical text data
towards a more advanced state, thereby increasing the data
quality. Halve progression uses the Medical-Fissure algo-
rithm for the clinical text data categorization. In the
Medical-Fissure algorithm, the original clinical text data,
which contains much clinical information, is divided into
reduced categories of clinical text data according to some
specific condition. Halve Progression based on Medical-
Fissure Algorithm provides the best result with F-score in
cross-validation trials, indicating the need to split the text
data depending on the sick state. For example, the trained
five classifiers are needed to detect arterial hypertension
(AH), myocardial infarction (MI), stroke, diabetes mellitus
(DM), and angina pectoris (AP). For stroke, MI, and AH,
using negation classifiers is critical.(e classifiers for MI and
AH learn context and assist in the discovery of more ex-
amples of these illnesses. (e most important words for
identifying MI, including illness terminology and treatment
options, are included in surgery and medications.

When the negations are recognized, a logistic loss is used
to categorize each phrase in the anamnesis as containing or
not containing negation. Sentences or portions of sentences
with negations are deleted from anamnesis so that these texts
may be utilized to create additional models that solely ad-
dress the patient’s current situations, such as topic modeling.

(e basic goal of the Medical-Fissure Algorithm is to detect
unstructured clinical text data and split it based on a unique sick
state. As shown in Figure 2, First, unstructured clinical data is
used as input, which implies data that does not follow any

conventional format. Second, the Medical-Fissure Method
calculates the count in the clinical text data, and the prerequisite
for this algorithm is that the clinical text data be present in the
input.(ird, using a cross-validation technique, the clinical text
data is separated into distinct illness conditions. Finally, the
filtered clinical text data is the output of this Medical-Fissure
Algorithm. As a result, data quality improves and recognition
words become more efficient. After recognizing text data, data
extraction is required to obtain extensive knowledge in clinical
data; this can be processed using clinical language processing
because ambiguity determination and mapping with medical
terms were not accurate. (e next subsection explains the next
approach, Clinical Data Progression.

3.2. Clinical Data Progression. (e Halve Progression im-
proves data quality, but the mapping and extraction of medical
words are ineffective. Clinical Data Progression employs the
Neg-Seq Algorithm, which is pretrained using statistical
characteristics, which include the size, provenance, collection
methods, and annotation of the clinical text data. Statistical
characteristics accurately collect data, conduct appropriate
analyses, and effectively increase the efficiency of data ex-
traction.(eNeg-Seq Algorithm uses statistical features for the
extraction of clinical text data. By using statistical features, the
clinical text data is extracted based on medical terms. For
example, if a medical term related to heart is taken means the
features are extracted based on the information related to the
heart, such as heart operation, heart diseases, treatments taken
by the heart patients, medicines for heart diseases, etc. UMLS
with unique identifiers is utilized for mapping. It is essential to
eliminate any additional brackets, points, commas, colons,
semicolons, dashes, hyphens, parentheses, apostrophes, quo-
tation marks, and so on from the medical transcript. Neg-Seq
Algorithm is mainly used to remove the redundant data
present in the reduced categories of clinical text data obtained
from Halve Progression technique. Since Neg-Seq Algorithm

Halve Progression

Medical Fissure 
Algorithm performs 

cross validation

Clinical Data 
Progression Cloud Progression

RS access control with 
delegate server

Neg-Seq Algorithm 
pretrained with 

statistical features

Unstructured Data

Figure 1: Proposed framework.
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uses statistical features, it can detect redundant data and even
redundant punctuations and thereby makes the redundant
features absent in the reduced categories of clinical text data.

(e Neg-Seq Algorithm is syntactically nonredundant;
however, it can create semantically redundant patterns in
reality. For pairings of patterns like (a b −b c) and (a −b b c),
redundancy exists, and it is easy to avoid creating both
effectively. To overcome this problem, the method describes
the negative datasets as a collection of negative items before
composing the final dataset with new items.

Mapping medical terms with Unified Medical Language
System (UMLS) involves the following steps:

(1) Create a class model for your development domain
(2) Use the model to identify persistent classes
(3) Assume that each persistent class in the model maps

to one relational table
(4) For each class hierarchy, choose an appropriate

inheritance technique
(5) Add a unique ID (OID) for each class or choose an

appropriate primary key
(6) Map basic data types to table columns for each class
(7) Map complicated characteristics (association, ag-

gregation) to Pk, FK pairs for each class
(8) Keep an eye out for the strong and weak aggregation

types
(9) Map Pk, FK pairs identifying the role ends

according to the specified key for associated classes
(10) Classify relationship roles according to their

cardinality

By using UMLS with unique identification, the major
issues in mapping the clinical text data are solved and it
makes the mapping more accurate.

(e Neg-Seq Algorithm, as shown in Figure 3, improves
the extraction and mapping methods by using the result of
Halve Progression, which is the categorized clinical text data,
as input and removing the unwanted punctuations that are
repeated in the input; thus, this algorithm aims to remove
redundancy in the clinical text data. (e redundancy is then
eliminated from every row and column. Finally, precise data
is obtained. As a result, the extracted data can be used for
further diagnostic purposes.

Extracted data can be stored in a cloud platform because
it is the best option for accessibility and storage; however, an
effective cloud framework is required to store clinical data
because it contains a large amount of data and private in-
formation. (e next subsection explains the next approach,
Cloud Progression.

3.3. Cloud Progression. (e data collected from the Clinical
Data Progression is kept in the cloud, which should keep
critical information secure. (e clinical text data is saved in
the cloud to improve security and authority. For storage,
cloud advancement uses a framework as a service. Storage as

Input: unstructured clinical text data
Output: filtered categories of clinical text data
Step 1: start
Step 2: take the Unstructured clinical text data as input.
Step 3: calculate the word count in the clinical text data.
Sent_count� sent_count + len (sentences)
Step 4: assign a condition in which the clinical text data should be present in the clinical text data list.
Step 5: split the clinical text data according to the disease condition.
Categories� clinicaldata.groupby (clinicaldata [‘medical_specialty’])
Step 6: finally get the filtered categories of clinical text data.
Step 7: end

ALGORITHM 1: Medical-Fissure Algorithm.

Start

Calculate the word count in 
clinical text data

Split the clinical text data
according to the disease 

condition

Reduced categories of clinical 
text data

Stop

Read the unstructured 
clinical text data

Figure 2: Flowchart for halve progression.
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a service refers to the practice of storing data on public cloud
storage facilities. However, it needs to improve privacy;
therefore, it is required to employ RS (Recommended
Standard) access control, in which a delegate server per-
forms validation and grants authorization. (e delegate
server acts as an intermediary and stores the security key for
data exchange. (e main objective of RS access control is
identification, authorization, authentication, confidentiality,
integrity, availability, and accountability.

Figure 4 shows the cloud progression using cryptogra-
phy for cloud storage. Cloud cryptography uses encryption
techniques to protect data that will be utilized or stored
there. It enables users to use shared cloud services simply
and safely since all data held by cloud providers is encrypted.
Cloud cryptography secures sensitive data without slowing
down information flow. (e encryption method encrypts
data on the client-side before sending it to the cloud for
storage. Plaintext will be converted to ciphertext, preventing
data theft fromman-in-the-middle attacks.(at is, even if an
attacker intercepts the data, he will be unable to read it or
derive any useful information from it. (is secret key is used
for both encryption and decryption algorithms.

(e private key is taken as <j, k> and the clinical text data
is taken as ‘t’ and the ciphertext that is the encrypted clinical
text data is taken as ‘q’

To determine the ciphertext ‘q’ the below formula is
used:

q � t
jmodk. (1)

To determine the clinical text data ‘t’ the below formula is
used:

t � q
jmodk, (2)

where

q: encrypted clinical text data
t: original clinical text data
<j, k>: secret key

Decryption is the process of restoring data to its original
unencrypted state after it has been rendered unreadable via
encryption. Users receive encryption keys from cloud
storage providers, which encrypt data. When data must be
decrypted, these keys are utilized to do it safely. (e hidden
data is decrypted and made readable again. Figure 5 shows a
flowchart for cloud encryption and decryption algorithm.

As a result, clinical text data is securely and authorita-
tively kept in the cloud. (is enables machine learning and
natural language processing techniques to detect, retrieve,
and save the clinical text data in the cloud environment
efficiently. Overall, the Discovery of Knowledge in Clinical
Data Using Machine Learning and Natural Language Pro-
cessing includes n major techniques. (e first is Halve

Start

Remove the unwanted symbols 
in the clinical text data

Determine the similarity by 
checking each row and 

column

Remove the redundancy by 
considering the similar rows and 

columns only once

Stop

Read the filtered categories 
of clinical text data

If 
similarity > 0

Yes

No

Figure 3: Flowchart for Neg-Seq algorithm.

Input: filtered categories of clinical text data
Output: clinical text data without redundancy
Step 1: start
Step 2: take the filtered categories of clinical text data as the input.
Data� filtered_categories [[‘transcription’, ‘medical_specialty’]]
Step 3: remove unwanted punctuations which are repeated in the input.
REPLACE_BY_SPACE_RE� re.compile (‘[/(){}\[\]\|@,; ]’)
Step 4: find similarities by checking each row and column of the clinical text data
Step 5: if two or more rows or columns are similar, then remove the redundancy by considering the rows or columns only once.
Step 6: thus, the data is extracted without any redundancy and the extracted data is more accurate.
Step 7: end

ALGORITHM 2: Neg-Seq Algorithm.
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Progression, which uses a Medical Fissure algorithm to split
clinical data based on diseased conditions, making diagnosis
easier and improving data quality. Second, Clinical Data
Progression employs the Neg-Seq Algorithm, which is
pretrained using statistical characteristics to extract relevant
data while also increasing the significance of the mapping.
(ird, Cloud Progression is used to securely store data on
the cloud. (us Discovery of Knowledge in clinical data
using machine learning and natural language processing
provides authorization and validation to clinical text data.
(e next section explains the results obtain from the Dis-
covery of knowledge in clinical data using machine learning
and natural language processing in the cloud and discusses it
in detail.

4. Results and Discussion

(is segment provides a detailed description of the imple-
mentation results and the performance of the proposed
system and a comparison section to ensure that the proposed
system performs valuable.

4.1. Experimental Setup. (is work has been implemented in
the working platform of python with the following system
specification and the simulation results are discussed below.

Platform: Python
OS: Windows 7
Processor: 64 bit Intel processor
RAM: 8GB RAM
Dataset: Medical Transcription (MTSamples) Dataset

4.1.1. Dataset Description. (eMTSamples dataset contains
5,000 sample medical transcription reports from various
specialties. (e dataset includes 40 medical specialties, in-
cluding ‘Surgery’, ‘Consult - History and Phy’, and ‘Car-
diovascular/Pulmonary’. Each specialization has a set of
sample reports ranging from 6 to 1103 [25–27]. (e medical

Start

Import the data from 
original clinical text data

Encrypt the clinical 
text data using Cloud 
Encryption Algorithm

Encrypted clinical text data

Stop

Original clinical text data

Import the data from 
encrypted clinical text data

Decrypt the clinical 
text data using Cloud 
Decryption Algorithm

Original clinical text data

Figure 5: Flowchart for cloud encryption and decryption
algorithm.

Clinical text data Encryption Encrypted clinical 
text data

Secret key

Clinical text data Decryption Encrypted clinical 
text data

Secret key

Cloud

Figure 4: Cloud Progression using cryptography for cloud storage.
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history, diagnosis, medicines, treatment plans, vaccination
dates, allergies, radiological pictures, and laboratory and test
results of a patient are all kept in this dataset. By using the
proposed method, these 40 categories are often divided into
21 categories (hence 1000 samples are considered for ex-
perimentation) based upon some specified conditions, that
is, by splitting the clinical text data according to the disease
condition using the proposed halve progression technique.

4.2. Results Obtained from Each Methodology. (e clinical
text data used as input and the obtained results from various
techniques are explained in a detailed manner.

(e MTSamplesdataset contains 40 classes that are
unstructured, whereas some classes do not have any useful
information for knowledge discovery from clinical data,
which are not considered as a training samples. In order to
exclude those uninformative classes, the halve progression
technique is employed in the proposed framework. (e
resulted classes from 40 are 21, along with a number of
records from the given 5000 record samples.(e resulting 21
classes with the record count are graphically represented in
Figure 6 and are statistically represented in Table 1. (e
records contained in those 21 classes are utilized for further
processing.

4.3. Performance Metrics of the Proposed Method. (e per-
formance of the proposed methodology and the obtained
clinical text data are detected by the following equation.

4.3.1. Accuracy. (e accuracy of the clinical text data is
calculated using

accuracy �
TP + TN

TP + TN + FP + FN
􏼢 􏼣∗ 100. (3)

TP: true positive value
TN: true negative value
FP: false positive value
FN: false negative value

Figure 7 represents the overall accuracy of the proposed
system; from the graph, it is clear that the proposed system
gives high accuracy with 99.6% of resultant clinical text data.
(e accuracy of the proposed system is increased to 99.6% by

using Clinical Data Progression Approach since this ap-
proach extracts the data with statistical features, which is
interpreted in Table 2.

4.3.2. Specificity. Specificity is derived from the equation:

specificity �
true negative

true negative + false positive
. (4)

Table 3 and Figure 8 clearly explain the specificity of the
proposed model, and the specificity of the proposed model is
about 98.6%. (e highest of about 98.6% specificity is
attained overall by the proposed methodology. (e speci-
ficity of the proposed model is increased to 98.6% by using
Halve Progression approach since the quality of data is
maintained by using this approach.

4.3.3. Sensitivity. Sensitivity is deduced using the formula

sensitivity �
true positive

true positive + false negative
. (5)

(e sensitivity of the proposed is determined as 98.68%,
which is illustrated in Figure 9 and Table 4. (e sensitivity is
overall between 97.2 and 98.68 percent.(e sensitivity of the
proposed system is determined by using Halve Progression
approach since the recognition and division of data makes
the clinical text data more sensitive.

4.3.4. F1 Score. F1 Score is defined as follows:

F1 �
2 ×(precision∗ recall)

precision + recall
, (6)

where

recall �
TP

TP + FN
,

precision �
TP

TP + FP
.

(7)

Table 5 and Figure 10 clearly show the F1 Score of the
suggested model, which is about 97.6 percent. As the
number of samples increases, the specificity of the model
also increases. Overall, the suggested technique achieves a
high level of F1-score of around 97.6 percent. (e F1-score

Step 1: start
Step 2: generate the secret key <j,k>.
Step 3: encrypt the clinical text data. (e encrypted data is given by
q � tjmodk

Step 4: store the encrypted data in the cloud.
Step 5: cloud user decrypts the encrypted data by determining the original clinical text data,
t � qjmodk.

Step 6: original clinical text data is obtained.
Step 7: stop

ALGORITHM 3: Cloud Encryption Algorithm and Decryption Algorithm.
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of the proposed system is determined by using the Clinical
Data Progression approach in which unique identification is
required.

4.3.5. Precision. (e closeness of two ormoremeasurements
to each other is known as precision.(e formula is presented
as follows:

Precision �
TP

TP + FP
, (8)

where

TP: true positive
FP: false positive

Figure 11 represents the overall precision of the pro-
posed system; from the graph, it is clear that the proposed
system gives high precision with 98.6% of resultant clinical
text data, which is listed in Table 6. (e precision of the

Cardiovascular/Pulmonary

Neurology

Urology

General Medicine

Surgery

SOAP/Chart/Progress Notes

Radiology

Psychiatry/Pschology

Pediatrics-Neonatal

Pain Mnagement

Orthopedic

Ophthalmology

Obstetrics/Gynecology

Neurosurgery

Nephrology

Hematology-Oncology

Gastroenterology

ENT-Otolaryngology

Emergency Room Reports

Discharge summary

Consult- History and Phy

M
ed

ic
al

 S
pe

ci
al

ity

200 400 600 800 10000
Count

Figure 6: Halve progression output as reduced categories.

Table 1: Statistical representation of halve progression output as
reduced categories.

Medical speciality Statistical count
Cardiovascular/Pulmonary 371
Neurology 223
Urology 156
General medicine 259
Surgery 1088
SOAP/Chart/Progress notes 166
Radiology 273
Psychiatry/Pschology 53
Pediatrics-neonatal 70
Pain management 61
Orthopedic 355
Ophthalmology 83
Obstetrics/Gynecology 155
Neurosurgery 94
Nephrology 81
Hematology-oncology 90
Gastroenterology 224
ENT-otolaryngology 96
Emergency room reports 75
Discharge summary 108
Consult- history and phy 516
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Figure 7: Overall accuracy of the proposed system.
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proposed method is increased to 98.6% by using the Clinical
Data Progression approach since the mapping is done with
the help of UMLs.

4.3.6. Recall. Recall is defined as the ability of the model to
accurately predict the output.(e formula of recall is defined
as follows:

Recall �
TP

TP + FN
, (9)

where

TP: true positive
FN: false negative

From Figure 12 and Table 7, it is observed that the recalls
of the proposed system are about 98.64%. Hence, the recalls
increase with the increase in the number of samples. (e

recall of the proposed system is determined by using the
Cloud Progression approach.(is approach stores the entire
clinical text data in the cloud with an encryption process.
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Figure 8: Overall specificity of the proposed system.
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Figure 9: Overall sensitivity of the proposed system.

Table 2: Accuracy of the proposed system.

No. of samples Accuracy
100 97.2
200 97.3
300 97.5
400 97.8
500 98
600 98.2
700 98.3
800 98.4
900 98.5
1000 98.6

Table 3: Specificity of the proposed system.

No. of samples Specificity
100 97.146
200 97.27
300 97.457
400 97.757
500 98
600 98.134
700 98.2
800 98.365
900 98.544
1000 98.6

Table 4: Sensitivity of the proposed system.

No. of samples Sensitivity
100 97.2
200 97.4
300 97.7
400 97.9
500 98
600 98.14
700 98.24
800 98.322
900 98.566
1000 98.68

Table 5: F1-score of the proposed system.

No. of samples F1-score
100 96.2
200 96.3
300 96.5
400 96.8
500 97
600 97.2
700 97.3
800 97.4
900 97.5
1000 97.6
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Figure 10: F1-score of the proposed system.
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(is section describes the resultant performance of the
proposed system.(e next section describes a comparison of
various performances of the previous research with the
performance of the proposed method.

4.4. ComparisonResults of the ProposedMethod. (is section
describes various performances of the proposed method,
comparing with the results of previous methodologies and
depicting their results based on various metrics.

(e accuracy of clinical text data is compared with the
accuracy of the various previously proposed techniques.
From Table 8 and Figure 13, it is clear that the stack accuracy
of the proposed output achieves 97.9% which is 16% higher
than the existing output when compared with Support
Vector Machine (SVM) [27], Näıve Bayes (NB) [28],
K-Nearest Neighbor (KNN) [29], XGBoost [30], Random
forest [31], AdaBoost [32] and CatBoost [33].

(e precision of clinical text data is compared with the
precision of the various previously proposed techniques.
From Table 9 and Figure 14, it is clear that the stack precision
of the proposed output achieves 98.9% which is 11% higher
than the existing output when compared with SVM [27], NB
[28], KNN [29], XGBoost [30], Random forest [31], Ada-
Boost [32], and CatBoost [33].

(e recalls of clinical text data are compared with the
recalls of the various previously proposed techniques. From
Table 10 and Figure 15, it is clear that the stack recalls of the
proposed output achieve 98.7%, which is 12% higher than
the existing output when compared with SVM [27], NB [28],
KNN [29], XGBoost [30], Random forest [31], AdaBoost
[32], and CatBoost [33].

(e F1-score of clinical text data is compared with the F1-
score of the various previously proposed techniques. From
Table 11 and Figure 16, it is clear that the stack F1-score of the
proposed output achieves 98.7%, which is 14%higher than the
existing output when compared with SVM [27], NB [28],
KNN [29], XGBoost [30], Random forest [31], AdaBoost [32],
and CatBoost [33].

(e performance in terms of accuracy and F1-score in
HoC Dataset is compared with various previously proposed
techniques. From Table 12 and Figure 17, it is clear that the
stack accuracy of the proposed output achieves 97.7%, which
is 17% higher than the existing output when compared with
Random forest [31], AdaBoost [32], and CatBoost [33], and
the F1-score of the proposed output achieves 98% which is
1% higher than the existing output when compared with
Random forest [31], AdaBoost [32], and CatBoost [33].

(e performance in terms of accuracy and F1-score in
the ChemProt Dataset is compared with various previously
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Figure 11: Overall precision of the proposed system.
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Figure 12: Recall of the proposed system.

Table 6: Precision of the proposed system.

No. of samples Precision
100 97.1
200 97.2
300 97.4
400 97.7
500 98
600 98.1
700 98.2
800 98.3
900 98.5
1000 98.6

Table 7: Recall of proposed system.

No. of samples Recall
100 97.22
200 97.33
300 97.54
400 97.85
500 98
600 98.25
700 98.33
800 98.44
900 98.53
1000 98.64
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proposed techniques. From Table 13 and Figure 18, it is clear
that the stack accuracy of the proposed output achieves
97.8%, which is 19% higher than the existing output when
compared with Random forest [31], AdaBoost [32], and
CatBoost [33] and the F1-score of the proposed output
achieves 98% which is 16% higher than the existing output
when compared with Random forest [31], AdaBoost [32],
and CatBoost [33].

(e performance in terms of precision and recall in the
ChemProt dataset is compared with various previously
proposed techniques. From Table 14 and Figure 19, it is clear
that the precision of the proposed output achieves 97.85%,
which is 22% higher than the existing output when com-
pared with Random forest [31], AdaBoost [32] and CatBoost
[33], and the recall of the proposed output achieves 98.8%
which is 17% higher than the existing output when com-
pared with Random forest [31], AdaBoost [32] and CatBoost
[33].

(e performance in terms of precision and recall in the
HoC Dataset is compared with various previously proposed
techniques. From Table 15 and Figure 20, it is clear that the
precision of the proposed output achieves 97.71%, which is
12% higher than the existing output when compared with
Random forest [31], AdaBoost [32] and CatBoost [33], and the
recall of the proposed output achieves 98.5%, which is 1%
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Figure 14: Precision comparison.

Table 8: Accuracy comparison.

Methodologies Accuracy
SVM 82.17
NB 81.08
KNN 64.9
XGBoost 82.87
Random forest 81.4
AdaBoost 78.1
CatBoost 81
Proposed 97.9

Table 9: Precision comparison.

Methodologies Precision
SVM 81.17
NB 82.08
KNN 63.9
XGBoost 84.87
Random forest 85.4
AdaBoost 76.1
CatBoost 87
Proposed 98.9

Table 10: Recall comparison.

Methodologies Recall
SVM 82.17
NB 83.08
KNN 66.9
XGBoost 84.67
Random forest 85.8
AdaBoost 73.1
CatBoost 86
Proposed 98.7
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Figure 15: Recall comparison.
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Table 11: F1-score comparison.

Methodologies F1-score
SVM 80.17
NB 81.08
KNN 76.9
XGBoost 83.87
Random forest 83.8
AdaBoost 73.1
CatBoost 85
Proposed 98.7
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Figure 16: F1-score comparison.

Table 12: Accuracy and F1-score comparison in HoC Dataset.

HoC dataset Methodologies Accuracy F1-score
Random forest 80.82 85.31

AdaBoost 77.56 81.32
CatBoost 80.45 97.34
Proposed 97.7 98
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Figure 17: Performance in terms of accuracy and F1-score
comparison in HoC Dataset.

Table 13: Accuracy and F1-score comparison in ChemProt
Dataset.

ChemProt dataset Methodologies Accuracy F1-score
Random forest 74.82 80.22

AdaBoost 72.88 76.40
CatBoost 76.78 82.01
Proposed 97.8 98

AdaBoost CatBoost ProposedRandom forest
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Figure 18: Performance in terms of accuracy and F1-score
comparison in ChemProt dataset.
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higher than the existing output when compared with Random
forest [31], AdaBoost [32], and CatBoost [33]. (us, the
proposed method functions are proved to have the best per-
formance by comparing with results of previous research.

5. Conclusion

(e technical complexities in extracting the clinical text data
are removed by using machine learning and natural lan-
guage processing techniques. Halve Progression, Clinical

Data Progression, and Cloud Progression provide a solution
for major issues like difficulty in diagnosis, reduced data
quality, difficulty in extraction and mapping, and risk in
security by using Medical-Fissure Algorithm to split the
clinical text data and Neg-Seq Algorithm to remove re-
dundancy and usage of the secret key to provide better
security.(e clinical text data is extracted with high accuracy
of 99.6%. (e results of the proposed method are compared
with other existing techniques and the proposed method
outperforms all the other existing techniques. To further

Table 14: Precision and recall comparison in ChemProt Dataset.

ChemProt dataset Methodologies Precision Recall
Random forest 74.87 80.72

AdaBoost 72.48 76.10
CatBoost 76.68 81.01
Proposed 97.85 98.8
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Figure 19: Performance in terms of precision and recall comparison in ChemProt Dataset.

Table 15: Precision and Recall comparison in HoC Dataset.

HoC dataset Methodologies Precision Recall
Random forest 81.82 84.31

AdaBoost 77.56 82.32
CatBoost 85.45 97.64
Proposed 97.71 98.5
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Figure 20: Performance in terms of precision and recall comparison in HoC Dataset.
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improve the quality and accuracy of data extraction, the
relation extraction using Transformer based models in
clinical text data can be developed for knowledge discovery.
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,e use of digital medical images is increasing with advanced computational power that has immensely contributed to developing
more sophisticated machine learning techniques. Determination of age and gender of individuals was manually performed by
forensic experts by their professional skills, whichmay take a few days to generate results. A fully automated systemwas developed
that identifies the gender of humans and age based on digital images of teeth. Since teeth are a strong and unique part of the human
body that exhibits least subject to risk in natural structure and remains unchanged for a longer duration, the process of
identification of gender- and age-related information from human beings is systematically carried out by analyzing OPG
(orthopantomogram) images. A total of 1142 digital X-ray images of teeth were obtained from dental colleges from the population
of the middle-east part of Karnataka state in India. 80% of the digital images were considered for training purposes, and the
remaining 20% of teeth images were for the testing cases. ,e proposed gender and age determination system finds its application
widely in the forensic field to predict results quickly and accurately. ,e prediction system was carried out using Multiclass SVM
(MSVM) classifier algorithm for age estimation and LIBSVM classifier for gender prediction, and 96% of accuracy was achieved
from the system.

1. Introduction

Technological advancement in modern medicine helps
medical professionals to diagnose the nature of the medical
condition of a person more effectively and medicate accu-
rately. Technical advancement in the field of medicine shows
several types of evolution in radiologic technology, such as
radiographic fluoroscopy, molecular imaging, and digital
imaging. ,e present study was conducted by using digital
radiographs of teeth, also known as orthopantomogram
(OPG), considered as input for gender identification and age

estimation of humans. However, the traditional method
followed by forensic practitioners for identification is time-
consuming; hence, a complete automated system was de-
veloped for personal identification, which produces results
quickly and accurately.

,e human body has a tendency to undergo changes in
lifetime due to any external cause or internal metabolism
changes. In such case, teeth are the only structure that will
not be affected by any causes due to their hardness nature
and low metabolism [1]. Dental X-ray images provide useful
information in identification, and it is considered a good
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material in either living or nonliving populations for genetic
study and odonatological, anthropological, and forensic
investigation. Identification based on teeth images has
higher accurate results than any other parts in humans.
Teeth development stages and dental eruption factors
depicted in a few atlases helpmanual investigation process in
forensic dentistry. Identification of an individual in forensic
medicine is most challenging and confidential in the matter
of civil law and crime investigation [2, 3]. Hence, prediction
based on observing anatomical features of teeth should be
conducted with higher accuracy. Teeth images are publicly
unavailable and have to be collected from the dental college,
dental hospitals, or clinics that have X-ray imaging facilities.

Forensic odontology is a department in dentistry that
is associated with the scientific study of the anatomy of
teeth that should handle properly and analyze eruption of
teeth as evidence of gender determination and age as-
sessment. Various techniques exist in estimation of age
like anthropological study, psychological and radiologi-
cal method, and odonatological and skeletal analysis
[4, 5]. ,e cuspids or eyeteeth mainly show the sexual
difference from other teeth in humans. ,ese teeth are
rugged in nature and have resistance to disease. ,e main
goal of this paper is to deliver a state of art evidence and
trends and to fill gaps in the experiments on age and
gender determination that was based on machine
learning methods. In particular, medical image analysis is
the trending and challenging research area in machine
learning communities. ,ough the dental structures and
features are almost the same in males and females, few
changes in the size of the tooth will exhibit some clues
about gender differences. Forensic experts manually
identify gender and age differences by tooth dimensions
and craniofacial morphologies [6, 7]. Figure 1 illustrates a
standard numbering for each tooth. Panoramic image of
teeth is divided into four quadrants; each quadrant has 8
sets of teeth. A number of denotation systems for teeth
are available in the dentition field, but FDI (Federation
Dentaire International) is a global standard labeling
system used by many researchers. FDI uses a 2-digit
global standard labeling system for tooth identification,
where the first number represents the quadrant of the
tooth and the second number represents the number of
the tooth from the midline, as depicted in Figure 1.

A sample of FDI dental labeling on an adult panoramic
image is depicted in Figure 1. It has four quadrants, upper
jaw right (Q1), upper jaw left (Q2), lower jaw left (Q3), and
lower jaw right (Q4). It can be evaluated in a clockwise
direction [8]. ,e teeth number begins from 1 to 8 in each
quadrant that starts from the middle line andmoves towards
the distal end. For example, an upper jaw right is a wisdom
tooth that can be called tooth number “18” or a lower jaw left
tooth that can be numbered as “38.” A complete set (32
teeth) of an adult human is depicted in Figure 2.

Human teeth have two parts, upper jaw and lower jaw,
calledmaxillary andmandible jaw, respectively. Each jaw has
8 teeth on the left side and 8 teeth on the right part with a
universal numbering and palmer numbering system [9].
Table 1 illustrates the numbering system of each tooth.

Orthopantomogram, known as OPG, and cephalogram
are two different types of X-ray images in dental analysis.
OPG creates a panoramic vision of teeth, which consist of
both the maxillary jaw and mandible jaw, whereas a
cephalogram is an X-ray image of facial structure. Age and
gender determination required a complete view of teeth
rather than a partial view like cephalogram [10, 11]. Hence,
OPG is used widely in individual identification. Figure 3
depicts the different types of dental X-ray imaging available.

Figure 3(a) is bitewing X-ray imaging that depicts details
of lower teeth and upper teeth in a particular part of the
mouth. ,e exposed area in bitewing X-ray imaging shows
the features of teeth from the crown to the root of teeth. In
Figure 3(b), periapical X-ray imaging type, one can notice
minute parts inside a tooth that depicts the entire tooth with
roots and soft tissues. Every periapical tooth image depicts a
complete portion of a tooth, either lower jaw tooth or upper
jaw tooth. Figure 3(c) is the orthopantomogram X-ray
image. ,is type of imaging displays a complete panoramic
view of teeth [12–14]. Dataset of orthopantomogram (OPG)
was used in this paper for detection of gender and age
estimation.

2. Literature Review

Many researchers have focused on the manual method of
identification using teeth, but very few contributions were
made on machine learning approaches and computer vision
for automated gender and age identification based on teeth.
In this section, we briefly focus on the latest articles that
illustrate the methodology, technical aspects, and other
significant contributions of researchers in the prediction of
age and gender.

Wallraff et al. [15] in 2021 proposed a method for age
determination based on panoramic digital X-ray images of
teeth using deep learning. ,e authors used a supervised
regression-based deep learning technique by considering a
dataset of 14000 images.

Saloni et al. [16] in 2020 proposed a method based on
digital images of teeth in the identification of teeth by an-
alyzing morphometric means of mandible ramus of 250
OPG samples. ,e mandible ramus may be used as an al-
ternate tool in determining gender based on the OPG of the
selected population. ,e authors studied mandible ramus
measurements by discriminant function analysis. ,is
outcome indicates that mandible ramus exhibits better
sexual dimorphism. In 2020, Poornima Vadla et al. [17]
introduced a technique based on permanent mandible teeth
of the left-sided jaw. ,eir study focused on estimating age
with high accuracy based on the Camerier method applied
from an Indian-specific formula on the left and right sides of
mandibular teeth. ,e authors used radiographs of 50
samples (25 males and 25 females) of range 5–15 years. ,e
outcome values were recorded based on the Camerier
technique in estimation of age based on Indian-specific
equations. Okkesim and Erhamza [18] in 2020 conducted a
study for determination of human gender based on man-
dibular ramus. Mandibular teeth play a vital role in deter-
mining human gender since mandible bone is the largest,
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dimorphic, and strongest bone in the skull. Most recent
studies highlighted that CBCT (cone-beam computed to-
mography) is better than any traditional technique. Some of

the important features in mandible teeth like-gonial angle,
ramus measurement, and a few morphologic parameters are
reported. Researchers studied different parameters in the

Figure 1: FDI nomenclature illustrated on a panoramic radiograph.
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Figure 2: Anatomy of human teeth.

Table 1: Numbering system and names of teeth.

Maxillary jaw (upper jaw) Mandibular jaw (lower jaw)
Universal
numbering

Palmer numbering
system Tooth name Universal

numbering
Palmer numbering

system Tooth name

Right

1 Up. Rt. 8 3rd molar 32 L. Rt. 1 3rd molar
2 Up. Rt. 7 2nd molar 31 L. Rt. 2 2nd molar
3 Up. Rt. 6 1st molar 30 L. Rt. 3 1st molar
4 Up. Rt. 5 2nd premolar 29 L. Rt. 4 2nd premolar
5 Up. Rt. 4 1st premolar 28 L. Rt. 5 1st premolar
6 Up. Rt. 3 Canine 27 L. Rt. 6 Canine
7 Up. Rt. 2 Lateral incisor 26 L. Rt. 7 Lateral incisor

8 Up. Rt. 1 Central
incisor 25 L. Rt. 8 Central

incisor

Left

9 Up. Lt. 1 Central
incisor 24 L. Lt. 8 Central

incisor
10 Up. Lt. 2 Lateral incisor 23 L. Lt. 7 Lateral incisor
11 Up. Lt. 3 Canine 22 L. Lt. 6 Canine
12 Up. Lt. 4 1st premolar 21 L. Lt. 5 1st premolar
13 Up. Lt. 5 2nd premolar 20 L. Lt. 4 2nd premolar
14 Up. Lt. 6 1st molar 19 L. Lt. 3 1st molar
15 Up. Lt. 7 2nd molar 18 L. Lt. 2 2nd molar
16 Up. Lt. 8 3rd molar 17 L. Lt. 1 3rd molar
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mandible. Vila et al. [19] built a gender classification
technique based on CNN approaches like the DASNet
method and VGG-16 architecture methods. ,eir classifi-
cation system was carried out using 3500 OPG images. Patil
et al. [20] conducted a study to determine the gender of
humans using discriminant analysis and logistic regression
based on mandible parameters. ,ey conducted a study
using 509 panoramic images. ,e accuracy of their exper-
imental results is tabulated in Table 2.

In 2020, Neves et al. [21] developed a predictive model
for gender identification based onmesiodistal widths using a
permanent dental cast. A total of 168 dental casts were
considered for classification. Mesiodistal width of first right
molar to left molar was calculated for every cast. In 2020,
Dalessandri et al. [22] reviewed articles on 2D radiological
method versus 3D radiological for determination of age
based on teeth of 18 years old. ,e authors’ review assesses
the present trend with reliability and accuracy of OPG versus
CBCT for determination of age and gender. ,e final out-
come of their survey illustrated that CBCT was found to be
accurate when compared with OPG in teeth anatomy
evaluation. Stella and ,irumalai [23] developed an auto-
mation tool for estimation of age based on dental OPG
images. ,e authors developed two methods for individual
age assessment using the Demirjian and Nolla methods.,is
application was developed by using MS excel Visual Basic
Application (VBA). ,is helps in the automation technique
using any programming environment. Bali Behl et al. [24]
proposed a method based on panoramic evaluation for
mandible morphometric changes in postpubertal and pre-
pubertal in the Turkish population. ,e authors measured
bicondylar breadth (BB), gonial angle measurement, ante-
gonial angle (AGA), ramus height, and ramus breadth
(RHRB), which were captured from the Turkish population.
,ey conducted this experiment on 750 digital radiographic
images of ages from 5 years to 50 years. All parameters values
from OPG radiographs were recorded and analyzed using
the software Java Image Process. In 2019, Andrade et al. [25]
developed a system for determination of gender and age
estimation using pulp cavity volumes based on the CBCT
method.,ey used 120 experimental samples of CBCTscans
from the Brazilian population of both genders of ages
ranging from 13 years to 70 years. Pearson’s correlation
evaluation methods were used in assessing the relation
between pulp volume and chronological age. Higher accu-
racy can be achieved by using this formula when it is applied

to pulp volume for one or both teeth. Good results can be
fetched for samples of age more than 35 years in age
estimation.

3. Feature Extraction

Feature extraction is the process of identifying key features in
the dataset available. It is a part of the dimensionality reduction
process in which an initial set of images were divided intomany
manageable groups. Determination of humans based on skeletal
parts available is the most challenging task for forensic experts
when only fragmented parts of the body are recovered [26]. In
this situation, forensic dentistry will help in gender identifi-
cation and age estimation based on the dental remaining and
skull part. Some of the salient and dominant features in teeth for
the identification process are illustrated in this section. In this
paper, the most dominant features of teeth which help in de-
termination of age and gender were identified. Few features
identified from teeth are intercanine distance, incisor width, and
canine width; they play a significant role in judging age and
gender using teeth. Feature values extracted and recorded the
values of these features in a feature matrix form.,e next phase
in the identification process is the conversion of feature matrix
values to an understandable classifier format [27].

,e odontometric features identified and analyzed for
gender and age assessment are as follows:

(i) Incisor width: central incisors’ width from both
mandible and maxilla was analyzed and measured.
,e measurement of the incisor in the mandible
differs from the maxillary jaw in males and females.

(ii) Distance measured between canine: distance be-
tween canine from maxilla and mandible jaw is
noted. ,is intercanine distance is the measurement
between teeth numbers 13 and 23 in the maxillary
jaw and the distance between teeth numbers 33 and
43 in the mandible. Figures 4(a) and 4(b) represent
the samples of measurement of maxillary incisor
teeth and mandible intercanine distance.

4. Materials and Methods

,epresent experimental study for the prediction of individuals
was conducted based on digital X-ray images of teeth. Dental
X-ray images were publicly not available. Hence, they were
collected from local dental colleges and dental clinics, which

(a) (b) (c)

Figure 3: Types of dental imaging. (a) Bitewing X-ray. (b) Periapical X-ray. (c) Orthopantomogram X-ray.
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have digital X-ray imaging facilities [28]. ,e local dataset was
obtained with proper proceedings and academic agreement
between two dental colleges. A total of 995 samples of teethwere
collected from the College of Dental Sciences, Davangere, and
147 samples were collected from Bapuji Dental College and
Hospital, Davangere, Karnataka, India. In total, we have 1142
datasets available for research analysis.

Figure 5(a) depicts the distribution of datasets based on the
age of 5-year interval, segregating male and female count per
group. ,e age distributions of available 1142 datasets of teeth
were divided into 11 groups of 5 years of range per group except
the first and last groups since the first group is datasets of the age
group of 1–10 years and the last group is for the age group of 60
years and above. Figure 5(b) illustrates the total samples of
males and females (total 632 male and 510 female samples).

4.1. Methodology. ,e proposed system for age assessment
and determination of gender has a systematic methodology
depicted in Figure 6. Basic blocks in methodology are data

collection, preprocessing of input image [29], features ex-
traction, feature matrix, conversion of feature matrix into
understandable classifier format, and classification. Out of
1142 local samples, 80 percent of dataset samples (913
samples) were used as the training dataset, and 20 percent of
dataset samples (229 samples) were used as the unseen
testing dataset. Subjects that came under the decayed tooth,
missing tooth, or broken tooth were excluded from the
experimental study. A normal healthy state and caries-free
teeth were considered for the study. An OPG of teeth was
provided as input for the model. ,e initial stage of the
identification system was preprocessing the image. ,is
input sample was preprocessed by removing unwanted la-
bels and noise present in the sample. ,e outcome of
preprocessing stage was an enhanced image, which was
essential for better accuracy in prediction. ,e most im-
portant and dominant features in teeth that helped in the
identification process were extracted. Feature values of teeth
like incisor width and intercanine distance were extracted
from an input OPG image. Feature matrix was constructed,

Table 2: Literature review summary.

SN Authors Year Research findings Remark

01
Saloni, Pradhuman V, P Mahajan,
Ankush, Sukhleen Kaur, and Sakshi

[16]
2020

,ree parameters out of five mandible
ramus variables studied showed statistically
(p< 0.05) significant differences in gender

Mandible ramus may be used as an
alternate tool in determining gender

based on OPG

02
Poornima V, Surekha, Venkateswara
Rao, G. Deepthi, Naveen S, and Arun

Kumar [17]
2020

Right and left permanent mandible teeth
were evaluated in OPG using the Camerier

technique

High accuracy is achieved based on the
Camerier method applied from an

Indian-specific formula

03 A Okkesim and S Erhamza [18] 2020

,e average value in min ramus width for
males is 31.7mm and for females is 29mm.
,e average projection height value of

ramus in females is measured 53.9mm and
in males is 48mm

Mandible ramus in CBCT-based model
exhibits significant differences in gender

determination

04 N Vila, R. R. Vilas, and M. J. Carreira
[19] 2020 Gender is evaluated based on DASNet and

VVG 16 architecture
Accuracy of gender classification is 83%

for DASNet and 90% for VGG-16

05 Vathsala Patil, Ravindranath,
Saumya, Adithya, and Namesh [20] 2020

Gender determination based on mandible
parameters using a logistic regression

technique

In discriminant analysis, accuracy is 69%,
in logistic regression, accuracy is 70%, and
ANN shows the highest accuracy of 75%

06 J Albernaz, Nathalie A, Ferreira,
Vanessa, and Proença [21] 2020

Teeth cast was used for the experimental
procedure. Mesiodistal width of Rt. 1st
molar to Lt. 1st molar was measured on

each cast

Gender determination was classified with
accuracy of 75%

07

Dalessandri D, Ingrid Tonni, Laura L,
Marco Migliorati, Gaetano I,

LVisconti, Stefano B, and C Paganelli
[22]

2020 Reliability and accuracy of OPG versus
CBCT for determination of age and gender

CBCT was found to be accurate when
compared with OPG images in prediction

08 Stella A and ,irumalai [23] 2020 Tooth was divided into different stages
starting from A stage to H stage

Individual age assessment using the
Demirjian and the Nolla methods

09 Ahima Bali Behl [24] 2020

Measurement of bicondylar breadth (BB),
gonial angle measurement, antegonial angle
(AGA), ramus height, and ramus breadth

(RHRB)

Upper and lower breadths of ramus were
calculated. Ramus condylar height and

coronoid height were measured
appropriately

10

Vanessa M A, Rocharles, Andreia
D’Souza, Casimiro, Andrea,

Francisco C, and Deborah Q Eduardo
Jr. [25]

2019
Equations for prediction of age and gender
using pulp volumes from upper canine and

upper central incisor

High accuracy can be achieved by using
this formula when it is applied to pulp

volume

11
Wallraff Sarah, Vesal Sulaiman, Syben
Christopher, Lutz Rainer, and Maier

Andreas [15]
2021

Unisex and sex-specific approaches based
on deep learning methods achieve better

results on the test data set

Male gender is slightly estimated younger
than female gender
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and feature matrix values were converted to classifier un-
derstandable format. Figure 6 depicts the methodology for
age and gender identification. Finally, the model classified
age and gender from an input OPG image. ,e age and
gender identification system were implemented using a
Support Vector Machine (SVM) classifier.

Gender identification based on teeth was carried out
using the LIBSVM classifier tool and training with several
kernels and with different values of hyperparameters [29].
Since gender determination required two classes, the age
estimation process was carried out using theMulticlass SVM
(MSVM) classifier tool, and images were trained with several
kernels and with different hyperparameter values. Age es-
timation required multiple classes. Hence, the LIBSVM
classifier and MSVM classifier were used for gender and age
identification [30], respectively.

Few samples of teeth datasets collected from College of
Dental Sciences, Davangere, and Bapuji Dental College and
Hospital, Davangere, are shown in Figures 7 and 8, re-
spectively. ,ese images were received in Tagged Image File
Format (TIFF) format.

5. Experimental Results and Discussion

,e human age and gender classification model is a fully
automated system that predicts the gender of humans with
an estimation of age. ,e model displays the result by taking
only the input of an OPG of teeth. It produces results in less
than a minute with higher accuracy. Classification tech-
niques used and outputs obtained from classifiers with
various kernels and hyperparameters are highlighted in this
section. Age estimation and gender determination are
carried out by MSVM and LIBSVM, respectively. ,e initial
stage in the prediction model is to preprocess the input
image by removing image noises, which may be adjoined
while capturing images. ,e subsequent task of image
preprocessing is to enhance the brightness and quality of the
image [31].

5.1. Pixel Brightness Transformation. Brightness transfor-
mations modify pixel brightness, and the transformation
depends on the properties of a pixel. Contrast enhancement
is an important area in image processing. It is widely used for
medical image processing. ,e function used is cv2.cvtColor

(img, cv2.COLOR_BGR2GRAY). ,e outcome of this stage is
an enhanced version of the original image. ,e result after
the preprocessed image is depicted in Figure 9.

5.1.1. Edge Detection Using Canny Edge Detection Algorithm.
Image segmentation is a technique of partitioning the im-
ages into multiple segments. Specifically, the image seg-
mentation method is used to locate objects and boundaries
of images. ,e Canny detection algorithm is used to detect
edges of teeth, which aids the model in predicting age and
gender accurately.

,e Canny edge detection technique uses five steps for
the detection of edges of input images. ,e following steps
are used in this paper to detect edges from teeth OPG.
Figure 10 depicts the outcome of the Canny edge detection
technique performed on an OPG image.

Steps in edge detection using the Canny edge detection
algorithm are as follows:

(1) Conversion of image based on Gaussian filter.
Sigma� 1.5, G Kernel size (5× 5)

(2) Gradient Calculation.
Horizontal filter KX and Vertical filter KY

Ix� filters.convolve (image, Kx).
Iy� filters.convolve (image, Ky).

(3) Nonmax suppression: To achieve thin edges
angle�A ∗ 180/np.pi
angle [angle <0] +� 180

(4) Double ,reshold
high_,reshold� image.max( ) ∗ high,resholdratio;
low_,reshold� high_,reshold ∗
hlow,resholdratio;

(5) Tracking edge-based hysteresis
Low_T� Low_T ∗max(max(b-w))
High_T� Low_T ∗max(max(b-w))

5.1.2. Mathematical Modeling for Prediction Based on Teeth.
Mathematical equations involved in prediction of age and
gender are described in this section. Equation (1) is used in

(a) (b)

Figure 4: (a) Central incisor teeth measurement. (b) Intercanine measurement.
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calculation for gender differences that appeared on the left
and right part of maxillary and mandible canines:

gender difference �
(Xm/Xf − 1)

100
, (1)

where Xm is the average of canine teeth width in males and
Xf is the average of canine teeth width in females.

Noise removal from digital images is done by applying a
Gaussian filter, as shown in equation (2). To perform this
operation, the image convolution method was used by ap-
plying a Gaussian kernel of 3× 3, 5× 5, 7× 7, and so on. Sizes
of Gaussian kernel depend on image blurring effects. In the
present model, a 5× 5 kernel size has been used.,e formula
for Gaussian kernel filter (2k+ 1) ∗ (2k+ 1) is given as
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Figure 5: (a) and (b) Dataset distribution based on gender and age group.
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Hij �
1

2πσ
exp −

(m − (k + 1))
2

+(n − (k + 1))
2

2σ2
􏼠 􏼡. (2)

Some part of mathematics is involved behind the scene,
mainly depending on derivatives. ,is mathematical-based
formula was converted to equivalent python codes. Table 3 is
the comparison between feature values of central incisor
width and intercanine width in millimeters.

5.2. SVM Training

5.2.1. LIBSVM Training for Gender Determination. ,e
LIBSVM classifier is used for gender determination from
teeth images. LIBSVM is trained with different kernels of
SVM, namely, Linear, Polynomial, Gaussian Radial Basis
Function (RBF), and Sigmoid kernels.,ese are trained with

different parameters of SVM like C, c, and d. ,e LIBSVM
executable svmtrain is employed for SVM training with
various svm_type and kernel_type. Kernel parameters also
have a significant effect on the decision boundary. Two
features values from the teeth were extracted for age and
gender determination [29]. ,e values of these features are
extracted from the GUI from a teeth X-ray image. ,e
training (memorization) accuracy of the SVM classification
engine is calculated using the following expression:

training accuracy �
Tc
Ts

× 100, (3)

where TC represents the total number of samples correctly
classified by the SVM and TS represents the total number of
samples used for testing.

Figure 11 depicts the training dataset feature matrix of
teeth for gender identification. Each row in the feature
matrix represents the feature of each image in the dataset
[30]. ,e first column represents the class for gender de-
termination, where 0 is for male and 1 indicates female. ,e
second and third columns represent the feature values
extracted from teeth.

LIBSVM classifier uses two classes for gender, and the
description of the class label used in the LIBSVM classifier is
depicted in Table 4, since gender determination has only two
classifications.

5.2.2. MSVM Training for Age Estimation. ,e MSVM
classifier is used for age estimation from teeth images.
Different kernels of MSVM, namely, Linear, Polynomial,
Gaussian Radial Basis Function (RBF), and Sigmoid kernels,
are used for training teeth datasets. ,e training dataset
feature matrix of teeth is depicted in Figure 12, where 832
indicates the number of data (images in the dataset) and 2
indicates the dimension (number of features) of the data.
Each row in the feature matrix represents the feature of each
teeth image in the dataset [31]. ,e last column represents
the class of the age classification.

MSVM classifier uses multiple class labels for age esti-
mation. ,e class label description used in the M-SVM
classifier is depicted in Table 5, since age estimation has
multiple age groups, and hence it is classified using multiple
class label SVM.

5.3. SVMTesting. For the testing phase, 20 percent of unseen
data samples were used for gender and age classification
system.

5.3.1. LIBSVM Testing for Gender. ,e LIBSVM executable
command svm-predict.exe is used for testing and validating
the classification results. Once the best hyperparameters are
determined using the grid search technique, the training
model with the best cross-validation accuracy [15] is con-
sidered for LIBSVM testing.

Accuracy from teeth unseen dataset is depicted in Table 6
and in Figure 13, respectively. From Table 6, we can notice
that the RBF kernel shows the best classification results of

Figure 7: Dataset collected from College of Dental Science,
Davangere.

Figure 8: Dataset collected from Bapuji Dental College and
Hospital, Davangere.
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accuracy of 95.83 percent for the teeth dataset. Since the
classification result is above 95 percent, the models gener-
ated for the teeth dataset using RBF kernel by LIBSVM
training are acceptable. Comparisons of different LIBSVM
kernels for gender determination with various hyper-
parameters are illustrated in Figure 14. Figures 14(a)–14(d)
show the accuracy of gender classification performed by
using Polynomial, Linear, RBF, and Sigmoid kernels, re-
spectively. ,e highest accuracy of 95.83% is achieved for
gender classification from the RBF kernel for hyper-
parameter values d� 3, c� 28, and g � 0.04167.

5.3.2. MSVM Testing for Age. ,e MSVM executable
command predmsvm.exe is used for testing and validating
the classification results. ,e best hyperparameters are se-
lected using the grid search technique, and the training
model with the best cross-validation accuracy is considered
for MSVM testing. Figure 15 depicts the age classification
test case results validated for unseen dataset samples of teeth.
MSVM classifiers with various kernels are used to build the
best model for accuracy.

RBF kernel yields best classification results of accuracy of
97.91 percent for teeth testing dataset as depicted in Table 7.

Figure 9: Result of preprocessing.

Figure 10: Detection of edge in teeth image using Canny edge detector.

Table 3: Central incisor and intercanine width (male versus female).

Sl. no. Parameters Gender Mean (in mm)

01 Central incisor width Male 9.4
Female 8.3

02 Intercanine distance Male 29.14
Female 25.7

Journal of Healthcare Engineering 9



Figure 11: Feature matrix of teeth dataset for gender.

Table 4: Class label description.

Class label Gender
Class 0 Male
Class 1 Female

Figure 12: Feature matrix of teeth dataset for age.

Table 5: MSVM class label description.

Class label_M Age_M (years) Class label_F Age_G (years)
Class 1 1–15 Class 11 1–15
Class 2 16–20 Class 12 16–20
Class 3 21–25 Class 13 21–25
Class 4 26–30 Class 14 26–30
Class 5 31–35 Class 15 31–35
Class 6 36–40 Class 16 36–40
Class 7 41–45 Class 17 41–45
Class 8 46–50 Class 18 46–50
Class 9 51–55 Class 19 51–55
Class 10 56+ Class 20 56+
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Comparison with LIBSVM Polynomial kernel
for different hyperparameter values
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Comparison with LIBSVM Linear kernel
for different hyperparameter values
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Comparison with LIBSVM RBF kernel

for different hyperparameter values
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Comparison with LIBSVM Sigmoid kernel
for different hyperparameter values
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Figure 14: Comparison of different LIBSVM kernels with different hyperparameter values. (a) Polynomial kernel, highest accu-
racy� 85.41% (d� 3, c� 28, and g � 0.81032). (b) Linear kernel, accuracy� 89.58% (c� 256). (c) RBF kernel, accuracy� 95% (c� 16;
g � 0.08245). (d) Sigmoid kernel, accuracy� 83.33% (c� 512; g � 0.31626)).

Table 6: LIBSVM testing for Gender with different kernels.

Kernel with hyperparameters Number of samples correctly classified Number of samples misclassified Accuracy (%)
Linear (C� 256) 43 05 89.5833
Polynomial (d� 2, C� 64, g � 0.09153) 42 06 85.41
RBF (C� 16, g � 0.08245) 46 02 95.8333
Sigmoid (C� 512, g � 0.31626) 40 08 83.3333

Figure 13: Gender accuracy of teeth dataset.
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Since the classification result is above 97 percent, the models
generated for femur and teeth dataset using RBF kernel by
MSVM training can be acceptable.

6. Conclusion and Future Scope

From the present study, the morphological differences in
identifying age and gender in the teeth were observed. In-
cisor width and intercanine distance in male teeth were
found to be more compared to female teeth. ,e majority of
all the parameters from the teeth of the male tended to be

slightly more than female. ,e formula that was developed
and used in this paper provided good and accurate results in
prediction by using LIBSVM classifier and MSVM classifier.
95% of accuracy was achieved for gender determination, and
97% of accuracy was achieved for estimation of age. In
conclusion of this paper, we were able to meet the goal of
prediction by achieving the experimental results, which were
nearly matching to ground truth values. ,is system may be
used further as a novel model in personal identification
without human intervention. It can be effectively used and
applicable in the forensic science department for accurate
and fast test results. In this paper, we have developed a
system that makes the task easier in studying and analysing
the femur digital radiographs for age and gender identifi-
cation. ,is paper can be elaborated by identifying and
extracting some more important teeth features and by
standardizing those new features from the datasets. Fur-
thermore, this research work can be elaborated on other
parts of the human body, such as pelvis bone, skull, wrist,
and other long bones. ,ese digital images may also con-
tribute to the identification of gender and age. In this paper,
we have developed a system that makes the task easier in
studying and analysing the femur digital radiographs for age
and gender identification. ,is paper can be further carried
out by developing a web-based application or on a smart-
phone-based application that can be user-friendly to access.
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Comparison with MSVM Linear kernel
for different hyperparameter values
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Comparison with MSVM RBF kernel
for different hyperparameter values
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Figure 15: Comparison of different MSVM kernels with different hyperparameter values. (a) Polynomial kernel, highest accuracy� 75.41%
(d� 4, c� 64, and g � 0.09164). (b) Linear kernel, accuracy� 81.25% (c� 200). (c) RBF kernel, accuracy� 97.91(c� 45 and g � 0.043216).
(d) Sigmoid kernel, accuracy� 87.50 (c� 24 and g � 0.32077).

Table 7: MSVM testing for age with different kernels.

Kernel with
hyperparameters

Number of
samples
correctly
classified

Number of
samples

misclassified

Accuracy
(%)

Linear (C� 200) 39 09 81.25
Polynomial (d� 4,
C� 64, and
g � 0.05273)

36 12 75.0

RBF (C� 45 and
g � 0.04317) 47 48 97.916

Sigmoid (C� 256
and g � 0.63419) 42 06 87.50
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 Text to speech (TTS) is a system that generates artificial speech from text 

input. The prosodic models used improve the quality of the synthesized 
speech especially naturalness and intelligibility. The prosody involves 

intonation, intonation refers to the variations in the pitch frequency (F0) with 

respect to time in an utterance. This work mainly concentrates on building 

feedback neural network model to predict F0 contour in the utterances using 
Fujisaki intonation model parameters as the input features to the network 

since the Fujisaki intonation model is data driven and not a rule based one. 

In this work we have built 4-layer feedback neural network in the festival 

framework. Finally, the synthetically generated Kannada speech using the 
neural network model, is compared for its performance with the 

classification and regression tree (CART) model and Tilt model. Database of 

simple declarative Kannada sentences created by Carnegie Mellon 

University have been deployed in this work. From the study it is very clear 
that F0 contours can be accurately predicted using CART and neural 

network models, whereas naturalness and intelligibility is high in CART 

model rather than neural network model. 
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1. INTRODUCTION 

Recent developments in voice synthesis are huge in foreign languages, but they are almost non-

existent in Indian languages like Kannada. In a previous paper [1], we created a Kannada speech synthesiser 

based on the hidden markov model (HMM) and the festival framework for simple declarative sentences, with 

prosody generated using the Tilt model. The developed Kannada speech synthesizer was able to produce a 

speech with m-nary-coded-decimal (MCD) score ranging between 3.5 dB to 5 dB, which is considered to be 

a good synthesizer but the generated speech is unsteady and unnatural sounding. Mixdorff and others [2], [3] 

have demonstrated that integrating prosody models improves the quality (naturalness and intelligibility) of 

synthetic speech. Prosody refers to the duration, gain, and intonation (pitch pattern) of speech portions. In the 

case of spoken speech sounds, intonation provides information on the glottal pulse source's periodicity. 

Depending on the nature or style of speech, different utterances for the same phoneme segment may have 

different intonation patterns. To forecast intermediate peaks and valleys, Madhukumar et al. [4] have made 

https://creativecommons.org/licenses/by-sa/4.0/
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available a model for linear intonation for the Hindi language for common sentences which are declarative in 

nature and its content limited to most commonly used functional words. This model fails to capture abrupt 

changes in pitch. In the paper, Patel et al. [5] have reported that the naturalness of the synthesized language 

can be increased by using proper models for the variations in the pitch, its rise and fall in the phrases and 

accent used in the language synthesized. Fujisaki and others [6], [7] have demonstrated the improvement in 

the synthesized speech in Japanese language by incorporating prosodic model. Details on Fujisaki model and 

extraction of model parameters are available in [7]–[11]. In the paper, Mnasri et al. [12] have built a neural 

network model to predict pitch frequency using Fujisaki parameters to synthesize Arabic language. In the 

paper, Rao and Yegnanarayana [13] has developed a neural network model to predict F0 of a syllable for 

Telugu and Bengali languages by feeding the attributes obtained directly from the utterances. In this work, 

Fujisaki Intonation Model features are used as input attributes of the neural network (NN) Model to predict 

the pitch of the phoneme in an utterance. Section 2, explains Fujisaki model and extraction of its parameters, 

whereas neural network model built in this work along with input and output features is explained in section 

3. Section 4 explains the performance of neural network model and its performance analysis in synthesis.  

 

 

2. FUJISAKI MODEL  

From the literature it is evident that the Fujisaki model is widely used in intonation modeling, the 

main reason to use this is that it is a data driven method which is independent of language. The Fujisaki 

model provides a high-accuracy method for generating fundamental frequency (F0) changes in natural 

speech. The supplied pitch contour is decomposed into various components for parameters like Fb, the base 

frequency, the language phrases commonly used and the accent in which the words and phrases are 

pronounced. These three parameters of F0 are compared by superimposing their contours generated on a log 

scale. The Figure 1 displays the contour generated on the log scale for the pitch F0. The components or the 

phrases of the language are obtained as a result of the impulse reaction caused due to exposure of the linear 

system to critical damping to the second order. The accent components were seen to develop when the above 

dampening system was actuated by accent commands which were in the form of rectangular pulses, varying 

in length and amplitude. When the value of the speech which is constant is superimposed on two different 

components of the same utterance, it is seen to result in a basic model of the pitch contour relating to the 

utterance. 
 

 

 
 

Figure 1. Block diagram for pitch contour generation 
 

 

0 1 2
1 1

ln( ( )) ln( ) ( ) { ( ) ( )}
I J

b pi pi aj aj ajpi aj aj
i j

t t t tG G GF F A T A T T
 

         

 

where, 
 

𝐺𝑝𝑖(𝑡) = {∝𝑖
2 𝑡 𝑒𝑥𝑝(−∝𝑖𝑡),       𝑡 ≥ 0

0,                               𝑡 < 0
 

𝐺𝑎𝑗(𝑡) = {min [1 − (1 + 𝛽𝑗𝑡) 𝑒𝑥𝑝(−𝛽𝑗𝑡),   𝜃𝑗] ,     𝑡 ≥ 0

0                                                                     𝑡 < 0
 

 

Fb: represents the utterance base frequency 

I: represents the quantity of phrase commands available in any utterance 
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J: represents the quantity of accent commands available in any utterance  

Api and Aaj: respectively represent the amplitude of the ith phrase command and accent command in the 

utterance 

Tpi: represents the instant of occurrence of the ith phrase command available in the utterance 

Taj1 and Taj2: respectively represent the Starting Time and End Time of the jth accent command available in 

the utterance 

αi: represents the natural angular frequency of phrase control mechanism of ith phrase command 

βj: represents the natural angular frequency of accent control mechanism of jth accent command 

 

2.1.  Parameter extraction 

When a language is spoken by different individuals there is a quite naturally a marginal difference in 

the contours with regard to the pitch at a micro level. The individual prosodic changes caused by different 

individuals at the micro level need to be ironed out or eliminated to arrive at a pitch contour specific to a 

particular utterance and phrase. Only then it would be possible to extract the parameters of the Fujisaki 

model. This is possible by using an interpolation technique known as Cubic Spline Interpolation [6], [8], [ 9]. 

This interpolation creates a continuous pitch contour by removing silence portions from the speech, which is 

very essential to take derivatives of interpolated pitch contour. By taking derivatives we get high frequency 

contours (HFC) and low frequency contour (LFC). LFC is obtained by deducting the HFC from the obtained 

contour for interpolated pitch (IC). The IC is processed through a high pass filter with a cut off frequency of 

0.5 Hz. to separate the accent and phrase components. As shown in Figure 2(a)-(d), the LFC is produced by 

subtracting HFC from the interpolated contour. The approximation derivative is used to HFC to extract the 

accent commands, i.e. the accent commands are analysed between successive minima in HFC. The largest F0 

in the Log scale is obtained based on the value of Aa, the accent command maxima. Fb the base frequency is 

revealed by the LFC Global minimum. In view of the fact that the commencement of any new phase is 

distinctly marked by a local minima in that phrase component, the phrase components are spaced 1 second 

apart and the LFC searched for local minimas. The segment of the LFC after the potential onset time Tp is 

searched for the next local maximum to initialize the magnitude value of Ap assigned to each phrase 

command. At this stage, Ap is determined in proportion to F0, taking into account the contributions of 

previous orders. 1/S, 20/S, and 0.9 are the values for the remaining model parameters [11].  

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 2. Extraction of the Fujisaki Parameters in an utterance, (a) cubic interpolation of pitch contour,  

(b) HFC, (c) LFC of interpolated pitch contour, and (d) extracted phrase and accent commands of an 

utterance 
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3. NEURAL NETWORK MODEL 
Neural network (NN) model is nothing but the mutual functional relation between the input and 

output. This study uses a four layered feedback neural network (FBNN) shown in Figure 3, which is used to 

predict the average F0 [14], [15] value for each phoneme in an utterance. The positional, contextual and 

phonological features are used to train the neural network. There are 23 input feature vectors and 1 output 

feature vector. The list of features affecting the F0 of a phoneme are given in Table 1 and Table 2 

respectively. The first layer in the four-layer neural network is the input layer with 23 input feature vectors 

and the first layer is having linear activation function. The middle two layers are the hidden layers with 

sigmoid as an activation function. The third layer is having a single node whereas the performance of the 

network is analyzed by varying number of nodes in the second layer. The last or the fourth layer is the output 

layer with 1 output feature vector that is a non-linear unit. The back-propagation method is used in order to 

achieve minimum mean square error (MSE). 
 

 

 
 

Figure 3. Four-layer FBNN 

 
 

3.1.  Training of neural network 

In this work, we used a four layered FBNN shown in Figure 3, which consists of one input layer, 

two hidden layers and one output layer. There are 23 input feature vectors and 1 output feature vector 

considered that are fed to train the network. The input features are based on the positional, contextual and 

phonological constraints of a phoneme and the output feature vector is the pitch of the respective phoneme as 

shown in Table 1. 
 

 

Table 1. List of the input attributes and the number of nodes needed for training the neural network 
Factors Input attributes No. of Nodes 

Phoneme position in the word 

Position of phoneme from the beginning of the word 

Position of phoneme from the end of the word 

Number of phonemes in the word 

3 

Phoneme position in the phrase 

Position of phoneme from the beginning of the phrase 

Position of phoneme from the end of the phrase 

Number of phonemes in the phrase 

3 

Word position in the phrase 

Position of the word (corresponding to required phoneme) from the 

beginning of the phrase 

Position of the word from the end of the phrase 

Number of words in the phrase 

3 

Context of phoneme 

Present phoneme 

Previous phoneme 

Successive phoneme 

3 

Fujisaki model parameters 

Phrase command amplitude 

Accent command amplitude (Aa) at Present phoneme 

Duration of the accent command at present phoneme 

Accent command amplitude at Previous phoneme 

Duration of the accent command at previous phoneme 

Accent command amplitude at successive phoneme 

Duration of the accent command at successive phoneme 

Base frequency of the utterance 

Number of accent commands in the utterance 

9 

Pitch 
Pitch of the previous phoneme 

Pitch of the successive phoneme 
2 
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For an example the utterance corresponding to the text “ಶ್ರ ೀ ಅವರ ಜೊತೆಗೆ ದುಡಿದ ಗೆಳೆಯರು 

ಪ್ರರ ಫೆಸರ್ ನರಸಿಂಹಾಚಾರ್ ಕಸ್ತೂ ರಿ ರಂಗಾಚಾರ್ ಮಿಂತಾದವರುಗಳು“, tabulation is prepared to depict 

the input to the neural network. Table 2, indicates part of that Table 3, indicates the codepoints of Kannada 

vowels along with its corresponding English transliteration. The details of codepoints and the corresponding 

transliteration for the consonants in Kannada is given in appendix. Out of 696 simple Kannada declarative 

utterances taken from Carnegie Mellon University’s Indic data base, in this work we have used 130 

utterances to train the neural network with 70% training and 15% testing and 15% validation. The detailed 

discussion of performance of this network in prediction of F0 is discussed in next section by varying number 

of neurons in layer 2. Then we measure the performance of the proposed network in speech synthesis in 

comparison to Tilt and Cart model. 

 

 

Table 2. Input and output attributes for the words "\" ಶ್ರ ೀ ಯವರ "\" 
Pho 

neme 

Phoneme 

position in 

the word 

Phoneme 

position in 

the phrase 

Word 

position in 

the phrase 

Context of 

phoneme 

Fujisaki Model Parameters Pitch of 

previous 

and 

succeeding 

phoneme 

Pitch of 

current 

phoneme 

C} 1 3 3 1   78   78 1  10  10 3254 3200 3248 0.4 0 0 0 0 0.57 0.035 110 8 0 270 0 

9r 2 2 3 2   77   78 1  10  10 3248 3254 3208 0.4 0.57 0.035 0 0 0.57 0.185 110 8 0 327 270 

I: 3 1 3 3   76   78 1  10  10 3208 3248 3247 0.4 0.57 0.185 0.57 0.035 0.57 0.015 110 8 270 315 327 

j 1 6 6 4   75   78 2 9  10 3247 3208 3205 0.4 0.57 0.015 0.57 0.185 0.57 0.085 110 8 327 300 315 

a 2 5 6 5   74   78 2 9  10 3205 3247 3253 0.4 0.57 0.085 0.57 0.015 0 0 110 8 315 300 322 

v 3 4 6 6   73   78 2 9  10 3253 3205 3205 0.4 0 0 0.57 0.085 0.2 0.1 110 8 322 260 300 

a 4 3 6 7   72   78 2 9  10 3205 3253 3248 0.4 0.2 0.1 0 0 0 0 110 8 300 260 280 

9r 5 2 6 8   71   78 2 9  10 3248 3205 3205 0.4 0 0 0.2 0.02 0.26 0.04 110 8 280 270 260 

a 6 1 6 9   70   78 2 9  10 3205 3248 3228 0.4 0.26 0.08 0.2 0.02 0 0 110 8 260 265 270 

 

 

Table 3. Vowels and their code points with English transliteration 
 Kannada Grapheme ಅ ಆ ಇ ಈ ಉ ಊ ಋ 

Codepoint  3205 3206 3207 3208 3209 3210 3211 

English utterance A A: i i: u u:  9r 

Kannada Grapheme ಎ ಏ ಐ ಒ ಓ ಔ ಅಿಂ 

Codepoint 3214 3215 3216 3218 3219 3220 3202 

English utterance e e:  aI o o: aU n 

 
 

4. RESULTS AND DISCUSSION 

4.1.  Prediction of F0 by neural network model 

The training of the neural network is carried to predict the pitch frequency of the phoneme. The 

performance of the network for the intended work is measured with different number of neurons in the 

hidden layer 1 (layer 2 in entire network). From the following regression graphs shown in Figure 4, 

representing correlation coefficient (R) for training, testing and validation. It is very clear that network is well 

performing when the network is having 5 neurons in the hidden layer 1. Comparative analysis with different 

number of neurons is indicated in Table 4. 

 
 

Table 4. Performance analysis of proposed neural network with different neurons in hidden layer 1 
Number of Neurons in hidden layer 1 Correlation Coefficient 

Training Validation Testing 

5 0.972 0.857 0.808 

10 0.925 0.584 0.353 

15 0.584 0.185 0.192 

20 0.938 0.696 0.519 

25 0.741 0.534 0.610 

30 1 0.638 0.405 
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Figure 4. Regression plots of trained neural network with hidden neurons=5, 10 and 25 

 

 

4.2.  Synthesis and MCD score analysis 

Synthesis of simple Kannada declarative sentences are synthesized using festival framework  

[16]–[20] by considering three different prosodic models, namely Tilt [21], [22], classification and regression 

tree (CART) [23]–[25] and proposed neural network model. In this work we have done qualitative analysis. 

Qualitative analysis involves subjective analysis in which persons of different age group are asked to listen 

original and synthesized utterances and noted their opinions, which is indicated in Table 5, whereas another 

qualitative analysis involves plotting the F0 contours of original and synthesized utterances. From the 

observations of pitch contours of the synthesized utterances with Tilt model is having high variations in 

comparison to original utterance, whereas CART model developed based on Fujisaki parameters is matching 

very close with original utterance. This is also reflected in another qualitative analysis done using MCD 

score. It is very clear that the pitch contours of the synthesized speech with the proposed neural network 

model is highly matching with the pitch contours of the original utterance. The comparison of the F0 

contours of the synthesized utterances using different models are shown in Figures 5(a)-(c). But the proposed 

model is lacking in naturalness and intelligibility though the F0 contour is almost following the original one. 

The main reason for poor performance of proposed neural network model is due to, the model is only able to 

predict pitch frequency of the phoneme but unable to predict duration of the phoneme, whereas CART model 

with Fujisaki parameters is very accurate in predicting F0 and duration both. 
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(a) 

 
(b) 

 
(c) 

 

Figure 5. Comparison of pitch contour of original utterance and synthesized utterance, (a) with Tilt model,  

(b) CART model, and (c) proposed neural network model 
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Table 5. Subjective analysis of synthesized utterances 

Person 

Synthesized utterances 

Tilt model CART Model neural network model 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

1 2 3 4 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

5 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

1 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

2 3 4 5 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

1 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

2 3 4 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

5 

1 1 1 2 1 1 4 4 4 4 4 2 2 2 2 2 

2 1 1 1 1 1 3 4 4 4 4 2 2 2 2 2 

3 1 1 1 1 1 4 4 4 4 4 1 1 1 2 1 

4 2 1 2 1 1 4 4 4 4 4 2 2 2 2 2 

5 1 1 1 1 1 4 4 4 3 4 2 2 2 1 2 

6 1 2 1 1 1 4 3 4 4 4 2 2 2 2 2 

7 1 1 1 1 1 4 4 4 4 4 2 1 1 2 1 

8 1 1 1 2 1 4 4 4 4 4 1 1 2 2 1 

9 1 1 1 1 1 4 4 4 4 4 1 2 1 1 2 

10 1 1 1 1 1 4 4 4 4 4 2 2 2 2 2 

  1. Poor, 2. Average, 3. Good, and 4. Very good 

 

 

Mel cepstral distortion (MCD score): A vital entity that is very much necessary in deciding the 

quality of the speech which has been synthesized is the MCD Score. The mathematical formal that is 

commonly used to arrive at the MCD is as shown in: 

 

𝑀𝐶𝐷 =
10√2

𝑙𝑛10 √∑ (𝑚𝑐
(𝑑)

(𝑡)
− 𝑚𝑐

(𝑑)

(𝑒)
)

2

𝑑

 

 

where, 

mc(t)
(d) : Mel ­ Cepstral parameters of training utterance  

mc(e)
(d)  : Mel ­ Cepstral parameters of synthesized utterance  

d : index of Mel ­ Cepstral parameters array 

Since MCD is the yardstick to measure the proximity of the synthesized speech to the actual speech, it is 

normally considered that a MCD value between 4.5 to 6 dB is acceptable. In a work carried out earlier by us 

where synthesizing using the Tilt model was carried out, we were able to achieve MCD value between 3.52 

and 5.02 dB. Despite the fact that value could be considered fairly good, we found that in the Tilt method the 

synthesized speech was rather unnatural and shaky. On working with the CART model where the Fujisaki 

parameters were used for synthesizing speech we achieved MCD values in the range of 1.62 dB and 2.43 dB 

while a value in the range of 3 to 4.5 dB was achieved applying the Neural Network technique. All these 

details are shown in Table 6 for different 10 utterances. There is a slight improvement seen in MCD score for 

synthesis using neural network model, but still this model lacks in generating quality synthesized speech 

though the F0 contour is very close to original utterances.  

 

 

Table 6. Performance analysis of different models based on MCD score 
Utterance MCD Score of Synthesized Speech in dB Utterance MCD Score of Synthesized Speech in dB 

Tilt Model CART Miodel NN Model Tilt Model CART Model NN Model 

1 3.52 1.68 3.21 1 4.65 1.89 3.19 

2 4.16 2.10 3.48 2 4.80 2.37 4.02 

3 3.87 1.78 3.07 3 4.21 1.65 3.63 

4 4.32 2.43 3.62 4 5.02 2.29 3.94 

5 4.34 1.62 3.87 5 4.56 1.67 3.54 

 

 

5. CONCLUSION 

From the performance analysis it is very clear that F0 contours of utterances can be predicted with 

high accuracy in the feedback neural network with 5 neurons in the hidden layer. But prediction of F0 

contour alone is not sufficient to generate quality speech as it requires additional factors such as duration 

models. However neural network model is able to perform better than Tilt model. Naturalness is very high in 

speech synthesized using CART model built using Fujisaki parameters.  
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Multirate signal processing is critical to realizing the digital frequency converter 
in WLAN technologies. In this paper, we focus on designing and analyzing the 
different structures of decimators that support WLAN-b applications to reduce 
the frequency by 12 for an IEEE. The structure modeling of the decimator used 
Simulink. Implementing a single-stage decimator required a higher-order filter, 
extra storage space, and a long simulation time. Results showed that the 
necessary storage elements for 2-stage design are 55% and for 3-stage design is 
65% of single stage. For 133 MHz WLAN-b application, a two-stage decimator is 
proved to be efficient. 
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INTRODUCTION 
In many signal processing and 

communication applications, it is necessary to 
convert the audio signal at a given frequency 
to some other signals with different sampling 
rates. In digital audio, three different sampling 
rates are 32 kHz for broadcasting, 44.1 kHz for 
CD, and 48 kHz for digital audiotape. A 
wireless local area network (WLAN) uses a 
wireless distribution technique to two or more 
devices. It also allows users to shift around 
within a geographical local coverage area, 
connect to the network, and connect to the 
wider internet [1], [2]. 

Sample Rate Conversion (SRC) is a 
process by which the audio sample rate gets 
changed without affecting the audio pitch [3]. 
It is comfortable to design and analyze the 
implementation of transmultiplexer by 
multirate DSP systems [4]. The systems which 
operate at different sampling rates throughout 
the processing are called multirate systems. In 

multirate systems, the sampling frequency 

changes during signal processing [5]. Multirate 
systems have gained popularity since the early 

1980s, and they are commonly used for audio 
and video processing, communications 
systems, and transform analysis, to name a 
few. Multirate systems play a central role in many 

areas of signal processing [6]. The primary 
operations of multirate systems are 
Decimation and Interpolation. Decimation and 
interpolation are the two basic building blocks 
of multirate digital signal processing systems 

[7]. Decimation reduces the sampling rate, 
whereas interpolation is used to increase the 
sampling rate [8]. 

In practice, decimation usually implies 
low pass-filtering of a signal, then throwing 
away some of its samples [9]. The most 
immediate reason to decimate is simply to 
reduce the sampling rate at the output of a 
system so the system operating at a lower 
sampling rate can input the signal [10]. The 
main task of a decimation filter is to remove 
the quantization noise away from the band of 
interest and avoid aliasing of high-frequency 
components down to the low-frequency region 
or within the signal bandwidth [11].  

http://ejournal.radenintan.ac.id/index.php/IJECS/index
https://doi.org/10.24042/ijecs.v2i1.11257
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Khalid et al. presented the decimation 
filter simulated using Matlab, and its complete 
architecture was realized using DSP Blockset 
and Simulink. The filter was implemented 
using Mentor Graphic ModelSim and Calibre 
Tool in FPGA technology. The resulting 
architecture is hardware efficient and 
consumes less power than conventional 
decimation filters [12]. Jing showed that 
Compared with a conventional digital filter, 
the more efficient filter has a great advantage 
in the real-time and the use of hardware 
resources, which can improve the real-time 
performance of the signal processing and 
greatly reduce the rate of the back-end digital 
signal processing [13]. Kim also said that the 
complexity of the circuit is reduced by 
applying the required down-sampling rate 
twice instead of once. In addition, CIC 
decimation filters without a multiplier are 
used as the decimation filter of the first stage. 
The second stage is implemented using a CIC 
filter and a down sampler with an anti-aliasing 
filter, respectively [14]  

Multirate signal processing is the key 
technology to realizing the digital frequency 
converter in WLAN technologies. For a 
wireless local area network, multirate systems 
perform a processing task with improved 
efficiency and offer higher performance at a 
lower cost and reduced complexity [15]. In this 
paper, we focus on designing and analyzing the 
different structures of decimators that support 
WLAN-b applications to reduce the frequency 
by 12 for an IEEE. The design is subjected to 
retaining the passband aliasing in the desired 
bounds. 

 

METHOD 
Sampling Rate Conversion 

The sampling rate change may be 
achieved in one fell swoop or multi fell 
swoops. Sampling rate conversion by integer 
factors in a single stage is useful but can be too 
restrictive in some practical applications [16]. 
The structure modeling of the decimator used 
Simulink. Implementing a single-stage 
decimator requires a higher-order filter, extra 
storage space, and a long simulation time. The 
multistage design approach has advantages 
over the single-stage sampling rate converters. 
In a multistage structure, the conversion factor 
is translated into a product of integer values 
such that conversion can be carried out in 

more than one stage. But no systematic 
approach is formulated in the literature to 
determine the optimal number of stages and 
factors to minimize storage space and 
computation time. The trial-and-error method 
may mostly be applied for such designs [17], 
[18]. 

For sampling rate converters, additional 
efficiency is achieved by cascading two or 
more stages design. Depending upon the 
application and the required response, a 
suitable filter and design method can be 
adopted for frequency conversion in the case 
of WLAN. This paper uses symmetric Linear 
FIR filters designed by the optimal method for 
sampling rate converters because of their 
advantages [19]. In WLAN applications, 
frequency converter system performance can 
be enhanced by simplifying arithmetic 
operations determined by the number of 
multiplications per sample and the number of 
total storage elements [20]. 

 

RESULTS AND DISCUSSION 
Structure Modelling of Decimator Using 
Simulink 

In this paper, we focus on designing and 
analyzing the different structures of 
decimators that support WLAN-b applications. 
For interoperating between two WLAN-b's, 
consider designing the decimator to down-
convert 132 MHz frequency input signal to 11 
MHz as specified in table 1. 
 

Table 1. Design Specification for WLAN  

              Application. 

Specifications  Values 
Input sampling frequency  132 MHz 
Output frequency  11 MHz 
Pass band frequency   3 MHz 
Stop band frequency  5 MHz 
Frequency deviation 0.015 
Pass band attenuation 0.5 db 
Stop band attenuation 44 db 

 

Single-stage implementation  

 
Figure 1. Block Modelling of Single Stage 

Decimator. 
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The sampling rate reduction required for 
WLAN is 12, which is realized with a single 
stage and multistage decimator structure. To 
compare performances, the decimator is 
designed using the above specifications as a 
single stage and multistage structure. We have 
implemented the same using MatLab Simulink. 
These structures' performance metrics like 
MPS and TSR are evaluated and compared. In 
one fell swoop design, the decimator consists 
of an anti-aliasing filter followed by a 12-fold 
down sampler, as shown in figure 1. Decimator 
specifications are listed in table 2. 

 
Table 2. Single Stage Decimator Specifications. 

Specifications  Values 

Input sampling frequency  132 MHz 
Decimation Factor  12 
Pass band frequency   3 MHz 
Stop band frequency  5 MHz 
Frequency deviation 0.015 
Pass band attenuation 0.5 db 
Stop band attenuation 44 db 
Order  101 
Multiplications 
(in terms of 106) 

1100 

Storage Elements 101 

 
Two-stage decimator implementation 

Figure 2 shows a two-stage structure for 
the down sampling. In the two-stage decimator 
model, sampling rate reduction factor 12 is 
considered M1 x M2 (possibly as 4x3 and 3x4). 
The design aspects and performance measures 
of two-stage decimators are listed in table 3. 

 
Figure 2. Block Modelling of Two Stage Decimator. 

 

Three-stage decimator implementation 
In 3-stage approach, the decimation factor 

12 is factorized as M1 x M2 x M3 (possibly as 
4x2x2, 2x4x2 and 2x2x4). Figure 4 shows the 
three-stage structures for the rate conversion. 
Table 3 shows the performance measures of 
three-stage decimators for converting 132MHz 
signal to 11MHz signal. Decimator design 
computational efficiency can be analyzed 
based on the number of multiplications per 
input sample and the number of delay 
elements required to perform the sampling 
rate conversion of WLAN-b.   

 
Figure 3. Block Modelling of Three Stage 

Decimator. 

 
Tables 2, 3, and 4 show the multiplications 

and number of storage elements (number of 
delay elements which are the same as storage 
elements) required. We believe that reducing 
the number of filters reduces the complexity 
involved in designing the decimators. Results 
show that the required storage elements for 2-
stage design are 55% and for 3-stage design is 
65% of single stage. For multistage decimators 
in WLAN-b, the better approach to finding the 
optimal number of stages and set of integers is 
apropos computational complexity and total 
storage requirements. To the specified WLAN-
b application, two stages decimator is 
appeared to be the most efficient in the 
dimension of the number of multiplications 
and storage elements. More precisely, to 
achieve better performance during the 
multistage decimator design, it is good to 
choose the largest integer of all the possible 
factors of M as M1.

 

Table 3. Two Stage Decimator Specifications 
Two stage decimator 

Parameters  Factors: M1=4, M2=3 Factors: M1=3, M2=4 
Input frequency  132 MHz 33 MHz 132 MHz 44 MHz 
Pass band frequency   3 MHz 3 MHz 3 MHz 3 MHz 
Stop band frequency  27.5 MHz 5.5 MHz 38.5 MHz 5.5 MHz 
Frequency deviation 0.18 0.075 0.27 0.045 
Pass band attenuation 0.006 0.006 0.006 0.006 
Stop band attenuation 0.05 0.05 0.05 0.05 
Order 11 33 7 43 
Multiplications (in terms of 106) 583 737 
Storage Elements 44 50 
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Table 4. Three Stage Decimator Specifications 
Parameters Factors: M1=3, M2=2, 

M3=2 
Factors: M1=2, M2=3, 
M3=2 

Factors: M1=2, M2=2, 
M3=3 

Input frequency 132 
MHz 

44 
MHz 

22 
MHz 

132 
MHz 

66 
MHz 

22 
MHz 

132 
MHz 

66 
MHz 

33 
MHz 

Pass band 
frequency 

3 MHz 3 MHz 3 MHz 3 MHz 3 MHz 3 MHz 3 MHz 3 MHz 3 MHz 

Stop band 
frequency 

38.5 
MHz 

16.5 
MHz 

5.5 
MHz 

60.5 
MHz 

16.5 
MHz 

5.5 
MHz 

60.5 
MHz 

27.5 
MHz 

5.5 
MHz 

Frequency 
deviation 

0.26 0.3 0.11 0.43 0.2 0.11 0.43 0.35 0.07 

Pass band 
attenuation 

0.016 0.016 0.016 0.016 0.016 0.016 0.016 0.016 0.016 

Stop band 
attenuation 

0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 0.006 

Order 7 6 23 7 9 21 5 5 25 
Multiplications 
(in terms of 106) 

693 891 770 

Storage Elements 36 37 35 

 
 

CONCLUSION 
Symmetric linear phase FIR filters 

designed by the optimal method are used to 
design the decimator. Results show the 
multistage designs yield significant reductions 
in computation speed and storage 
requirements compared with single-stage 
designs. For 133 MHz WLAN-b application, a 
two-stage decimator is proved to be efficient. 
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Abstract. Video quality assessment has seen more 

importance due to vast data entering the internet and 

multimedia communication network. This necessitates 

to predict the human observer’s opinion for the video 

instead of perceptual quality estimation by human 

individuals. Two methods exist in video quality 

assessment based on involvement of human observer – 

subjective and objective methods. Subjective 

estimation of quality of video is based on rating of 

video quality perceived by human individuals and 

objective estimation is based on prediction of video 

quality using mathematical models which is well 

correlated with human observer quality scores. 

Objective video quality assessment research is gaining 

momentum because of amount of multimedia data 

entering into different media. Machine learning 

algorithms are making it easier to predict the quality 

of video using objective methods. Features of machine 

learning model are different individual visual metrics. 

In this paper, complete reference objective video 

quality assessment done with optimization algorithm 

applied for feature selection to predict video quality. 

In this paper, optimization algorithms-based feature 

selection is performed on LIVE and CSIQ Full 

Reference Video Database. Predominant features are 

selected to model video quality assessment. Regression 

is used to build the model. The results show the 

improvement in classification accuracy with the 

proposed method. 

 

Keywords: Optimization, Feature selection, objective 

video quality metric, Regression, Machine learning 

models, Quality assessment 

 

1. INTRODUCTION 

Due to the advancement in the digital technologies, visual 

quality of digital media awareness has increased. Quality 

of the video is affected during the acquisition, 

transmission, compression and editing process of the 

video. Hence there is a need for video quality evaluation. 

To evaluate the visual quality qualitatively, human 

observers need to be shown both reference and test videos 

and asked to rate on a scale. Mean of these opinion scores 

of different individuals is the quality mark of the test 

video. But, with the voluminous data entering to internet 

and communication system, qualitative assessment poses 

a challenge. So, objective quality assessment is the way 

ahead. Objective quality of assessment aims to predict the 

quality of video without a human visual assessment. Objective 

video quality metrics rely on mathematical models to predict 

the quality of the video.  

Video Quality Assessment (VQA) is a major research 

area which aims to design algorithms and to evaluate objective 

scores well correlated with subjective scores of the human 

visual system. Image quality assessment metrics also applied 

on frames of video for the video quality assessment with 

pooled temporal. Image and video quality analysis plays an 

vital role in the image and video processing applications like 

enhancement, compression, reconstruction etc.  

Countless objective video quality metrics proposed in the 

past few decade. The challenge of video quality prediction lies 

in choosing right quality metric for the application. A single 

quality metric will not be sufficient to quantify the video. So, 

more than one quality metrics have to be preferred. Since, 

more and more objective video quality metrics are being 

prosed, it becomes difficult to include all the quality metrics in 

the model of prediction. So, best performing quality metrics 

have to be selected among the set of quality metrics 

considered. This process is also susceptible for errors since 

there are different categories of quality metrics like pixel 

based, information based, and similarity based etc. as well as 

single quality metric quantification may give false narrative of 

being a good quality metric than the set of quality indicators. 

In our work, we have tried to select best performing quality 

metrics for predictive model using optimization-based feature 

selection.  

In our model, we have considered LIVE and CSIQ 

database. LIVE database is given by Laboratory of the Image 

and Video Engineering, University of ‘Texas’, Austin. CSIQ 

database is provided by ‘Laboratory of Computational and 

Subjective Image Quality’, Shizuoka University. These 

databases will help for the validation of objective video quality 

assessment algorithms. 

CSIQ VIDEO DATABASE 

The CSIQ video database[1] consists of twelve (12) high-

quality reference videos and two hundred and sixteen (216) 

distorted videos from six (6) different types of distortion. 

SAMVIQ procedure was used to collect subjective ratings of 

quality during the experiment. 

Videos which are in CSIQ database will be in YUV420 

format having resolution with 832x480, duration of 10 seconds 

and has the frame rates of 24,25,30,50 and 60fps. For each 

reference video in database, distortion videos have six types of 

distortions at three levels. Compression and transmission-
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based distortion types are used to generate sample videos.  

LIVE DATABASE 

The LIVE Video Database[2][3] consists of ten(10) 

reference videos in YUV format. Sample videos in LIVE 

database are created using ‘MPEG2’ compression, 

‘H.264’ compression, simulated transmission of ‘H.264’ 

compressed bit streams through the error prone IP 

network and the wireless networks. For each of the 

reference video, 15 distorted test videos are created. 

Hence, it has 150 distorted videos. 38 human subjects 

have assessed distorted videos in single stimulus mode 

with hidden reference removal. The mean and difference 

of Mean Opinion Score (DMOS) obtained from 

subjective assessment.  

Machine learning (ML) and deep learning (DL) are 

playing an important role in predictive video quality 

assessment. Machine learning will be used for building 

model ofquality video assessment for predicting the video 

quality quantitatively. In our approach, we have done 

regression based. 

2. LITERATURE SURVEY  

In this session, we discuss about the quality metrics 

considered for machine learning model and optimization 

methods used for feature selection.  

2.1. QUALITY METRICS 

Various quality measures have been proposed based on 

availability of reference image. There are three (3) types 

of metrics-based availability of reference image. They are 

(FR) Full Reference, (NR) No Reference and 

(RR)Reduced Reference quality metrics. In our study, we 

have considered 16 FR video quality metrics.  

SSIM (Structural Similarity Index Measure) [4] is a 

top-down approach for functionality of the overall (HVS) 

Human Visual System. Overall similarity of metric S (x, 

y) has 3 components: local luminance l(x, y), local 

contrast c(x, y) and structures(x,y) comparison between 

the original and the distorted images. 

FSIM (Feature Similarity Index Measure) [5] points 

the features and measures the similarities between the two 

images. In this metric, (PC) Phase Congruency and (GM) 

Gradient Magnitude are taken for evaluation. 

CWSSIM (Complex Wavelet Structural Similarity 

Index Measure) is syntactic similarity metric in the 

complex wavelet domain [6]  

GMSD (Gradient Magnitude Similarity Deviation) 

isuses the gradient magnitude similarity of digital images 

to assess the image quality [7]  

DSS (DCT Sub-band Similarity) DCT(Discrete 

Cosine  transform) is linear transformation used for 

quality analysis [8] 

SVD (Singular Value Decomposition) predicts the 

quality, based on the singular value decomposition. SVD 

will be applied on each 8x8 block of reference and test 

image. Differences of SVD’s in reference and sample 

frames weighted by the edge-strength in every block, are 

used [9] 

QILV (Quality Index based on Local Variance) is 

based on the consideration that variance distribution 

corresponds to high structural information. [10] 

CORR2D (2D Correlation) is used to analyze how 

similar (or dissimilar) two spectral signals change. The 

correlation analysis describes in a quantitative manner 

how similar these two signals behave [11] 

NCC (Normalized Cross Correlation) is the measure of 

finding similarity between two set of images. In image 

processing applications where the brightness of the image 

might vary due to lighting and exposure conditions, the images 

will be first bring into normalized and used in finding the 

incidences of a pattern or an objects in the image [12].  

PSNR(Peak Signal - Noise Ratio) [13] refer to the 

measure of logarithmic representation of MSE(Mean Square 

Error). It is used in earlier video quality research because of its 

simplicity and fast calculation. But, even additive noise will 

give higher PSNR suggesting of higher video quality. So, it is 

ignorant of spatial relationship and structure in the image.  

MSE [14] points to the mean of squared error between 

the reference and sample frames of the video. It represents the 

simple pixel to pixel difference between reference and test 

frames of the video.  

SSIM (Structural Similarity Index Measure) [4] has 3 

comparisons namely luminance, contrast and structure and is 

one of the major metrics in the image and video quality 

assessment. Variants of SSIMs do exist. 

Multi Scale – SSIM [15] is calculated on different scales 

of image. In our case, 5 scales are considered.  

3SSIM – Three Component Structural Similarity [16] is 

using ‘edges’, ‘textures’ and ‘smooth regions’ of images and 

evaluates the metric value using weighted average of the SSIM 

metric for the said regions. Human visual system is the 

sensitive to texture and edge regions than smooth regions.  

Delta - It represents the difference of mean brightness of 

distorted image and mean original brightness 

DCT based VQM [17] - This Video Quality Metric 

(VQM) is based on Discrete Cosine Transform (DCT) for 

predicting human rank for the test video. It involves color 

transformation, DCT transformation of blocks 8x8, local 

contrast values are obtained from DCT coefficients, local 

contrast values are converted to noticeable difference and 

finally, weights are assigned for pooling of mean and 

maximum distortions.  

Mean Sum of Absolute Differences (MSAD) – This 

metric depends only on difference of original and distorted, it 

is absolute of difference and will show real value of the 

difference between reference and test image. Value of zero 

indicates completely equivalent images.   

2.2 OPTIMIZATION METHODS  

Different optimization techniques and algorithms are proposed 

in the literature. Here, we list the optimization algorithms we 

have used for our implementation.  

ASO (Atom search optimization) [18], is developed to 

address a diverse of optimization of the problems. this 

mathematically models and mimics the atomic motion model 

is its character, where it interact through interaction forces 

resulting from the Lennard-Jones potential and constraint 

forces resulting from the bond length potential.  

GNDO (Generalized Normal Distribution Optimization) 

[19] introduces a generalization of the normal distribution also 

provide a comprehensive treatment of its mathematical 

properties.  

EO (Equilibrium Optimizer) [20] in this, each particle is 

the solution with its concentration (position) acts as a search 

pool. The search pool randomly updates their concentration 

with respect to best-so-far solutions, namely equilibrium 

candidates, to finally reach to the equilibrium state i.e. optimal 

result. A well-defined “generation rate” term is proved to 

invigorate EO's ability in exploration, exploitation, and local 

minima avoidance. 
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MRFO (Manta Ray Foraging Optimization) [21] is 

outcome from intelligent behavior of the manta rays. This 

optimization mimics chain foraging, cyclone foraging and 

somersault foraging strategies of the manta rays for 

efficient optimization.  

SMA (Slime Mould Algorithm Optimization) [22] is 

inspried on the oscillation mode of the slime mould in 

nature. Adaptive weights are used in this mathematical 

model. This optimization can mimic the process of 

positive and negative response of the propagation wave of 

slime mould to find short path.  

ABC (Traditional Artificial 

Bee Colony Optimization) [23] is an optimization 

algorithm grounded on the intelligent geste of 

the honey freak mass. 

Traditional Ant Colony Optimization [24] is inspired 

from ant colony. It is a computational method based on 

probabilistic technique to find optimum path through 

graphs. Artificial ants represent methods inspired by the 

real ant’s behavior.  

TPS (Traditional Particle Swarm Optimization) [25] 

is a computational method that will optimizes a problem 

by iteratively trying to improve the candidate problem 

solution with respect to a given measure of the quality. It 

solvesaproblem by having several seeker results, then dub

bed patches, and moving these patches around in the hunt-

 space according to simple fine formulae over theparticle's 

position and velocity. 

2.3. AKAIKE INFORMATION CRITERION (AIC) 

For a set of data provided, estimation of prediction error 

and relative quality of statistical models can be 

accomplished with AIC. It is based on information theory. 

AIC can be used for model selection. 

3. METHODOLOGY 

Proposed methodology is shown in Figure 1. In our 

method, raw YUV420 videos of LIVE and CSIQ datasets 

are considered.  

YUV method says, ‘Y’ refers to the brightness, or 

‘luma’ value, and ‘UV’ refers to the color, or ‘chroma’ 

values. Since we haven’t considered the color in our 

quality analysis, we are accessing only the luminance 

component of the video. Y part of reference frame of 

reference videotape of dataset and Y part of distorted 

video (test videotape) frame are considered for objective 

video tape quality scores like SSIM, CWSSIM etc. We 

have considered first 100 frames of these datasets for our 

analysis. Hence, 100 quality scores for each quality metric 

are obtained. Pooling of these 100 quality scores will give 

a quality metric value for the particular dataset video. 

3.1. FILTER FEATURE SELECTION METHOD 

In this, statistical measures applied to assign a point to 

each feature. Ranking of the features by point is done and 

features are retained nor removed from the dataset. Many 

exemplifications of sludge point selection styles are chi-

square test, information gain and correlation measure. 

3.2. WRAPPER FEATURE SELECTION METHOD  

Wrapper methods aim to search and select the set of 

features among all the features. Here, combinations of 

different features are made, evaluated, and compared to 

another combinations. Accuracy of the predictive model 

is used in assign a score to combination of the features 

and can be used to evaluate a combination of features.  

      The search process to find the subset of features may have 

best fit search, random hill climbing, heuristics like forward 

and backward passes or metaheuristics like optimization 

algorithms.  

 

 
Figure 1: Methodology 

3.3. EMBEDDED METHOD  

In this method, feature selection process is embedded in the 

learning or model building phase. Regularization methods like 

LASSO, ridge regression, elastic net are examples for 

embedded methods.  

While filter methods measure the relevance of the 

features, wrapper methods measure usefulness and give better 

performance. Embedded method lies in between these 

methods.  

Selection of predominant feature from wrapper 

optimization methods 

In this proposed method, we select the predominant features of 

a dataset based on repetition of same feature in different 

optimization methods. Among the 8 wrapper feature selection 

methods, if a feature is recurring in more than 3 optimization 

algorithm, we have considered that feature (quality metric) as 

predominant feature. This process is done for both LIVE and 

CSIQ database separately.  

 

Algorithm for quality estimation model using predominant 

feature selection using wrapper optimization based feature 

selection methods 

1. Find the Full Reference quality score between reference 

video frame and test(distorted) video frame 

2. Pooling of quality scores of frames of video (Averaging as 

pooling strategy) 

3. Repeat steps 1 and 2 for 16 image or video quality metrics 

considered in literature 

4. Wrapper optimization-based feature selection with 8 

optimization methods considered in literature 

5. Listing of predominant features – metrics which appeared 

more than thrice in 8 different optimization methods.  
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6. Building the model of prediction using regression 

analysis with all the 16-quality metrics discussed in 

literature survey and finding RMSE.  

7. Building the model of prediction with predominant 

features obtained in step 5, using regression analysis 

and finding RMSE  

8. Comparative analysis of RMSE of step 6 and 7 

 

Algorithm for quality estimation model with features 

selected from each of 5 category – Filtering method  

1. Find the Full Reference quality score between 

reference video frame and test (distorted) video frame 

for LIVE and CSIQ databases.  

2. Pooling of quality scores of frames of video 

(Averaging as pooling strategy) to obtain a individual 

quality metric value for a sample video in the dataset.  

3. Repeat steps 1 and 2 for 16 image/video quality 

metrics considered in literature 

4. In our case, 16 metrics are divided into 5 categories 

as a) similarity-based metrics b) pixel-based metrics 

c) Block-wise evaluation metrics d) Correlation based 

metrics e) Deviation/Variance based metrics  

5. Akaike Information Criterion is calculated for each of 

the quality metric(feature) in each category and 

metric with highest AIC is taken for next step.  

6. For each of the feature selected/filtered in step 5, 

regression model is built and RMSE is evaluated for 

both LIVE and CSIQ databases separately.  

7. Comparative analysis of RMSE  

 

Algorithm for quality estimation model with features 

selected from each of 5 category using filtering and 

wrapper methods for further reduction in feature set 

– Filtering + Wrapper method  

1. Quality metrics obtained from filtering using Akaike 

Information Criterion as filtering method are taken 

for this algorithm.  

2. 8 Wrapper feature selection methods discussed in 

literature are applied for quality metrics considered in 

step 1 

3. Features selected using 8 wrapper feature selection 

methods have consistency in feature selection and are 

used for building regression model 

4. Comparative analysis of RMSE with different 

algorithms proposed is done. 

4. RESULTS AND DISCUSSION 

In this part, we focus on the analysis of results. LIVE and 

CSIQ database are utilized to understand the 

performance analysis of video quality metrics. LIVE 

database videos have wide variety of content.  Table 1 

shows optimization algorithms used for feature selection 

for LIVE and CSIQ full reference video database along 

with the accuracy for each of the optimization algorithm. 

We have done the implementation using Matlab 2020a. 

Regression leaner is used for the evaluation of RMSE.  

Quality metrics (features) 

1. FSIM 2. CWSSIM6 3. GMSD 4. DSS 5. SVD   6. 

QILV 7. Corr2D 8.NCC 9. PSNR 10.MSE 11. SSIM 12. 

MSSIM 13.3SSIM 14. Delta 15.VQM DCT based 16. 

MSAD 

Table 1 shows the features selected using wrapper 

feature selection methods. Table 2 shows features 

selected using filter method and wrapper method. Table 

#3 shows the RMSE (Root Mean Square Error) result of 

regression model built using predominant features 

obtained so far. First two columns show results of regression 

RMSE with predominant feature selection whereas third and 

fourth columns show the regression results for without feature 

selection. It can be noted from Table 2 that, instead of all the 

16 quality metrics used for training, only predominant 

features can be considered and higher accuracy of 

predictability could be achieved. Table 3 enlists regression 

RMSE with and without predominant feature selection 

through feature selection algorithms. Table 4 provides the 

results related to regression RMSE with AICs as filter feature 

selection criterion. This evaluation has considered filter 

feature selection criterion and without wrapper feature 

selection. Table 5   

Table 1. Feature selection from 16 features using 

wrapper feature selection methods 

Sl. 

NO 

Optimizati

on 

Algorithm 

Database 

Features 

Selected 

(Am

ong 16 

features) 

Accuracy 

1.  

Atom 

Search 

Optimizatio

n (ASO) 

LIVE 8,7 47.61 

CSIQ 
6 7 8 9 10 

11 
34.88 

2.  

Generalized 

Normal 

Distribution 

Optimizatio

n(GNDO) 

LIVE 2 3 4 6 13 42.85 

CSIQ 
9 10 11 

16 
37.20 

3.  

Equilibrium 

Optimizer 

(EQ) 

LIVE 1 3 12 61.90 

CSIQ 1 9 10 37.20 

4.  

Manta Ray 

Foraging 

Optimizatio

n (MRFO) 

LIVE 6 7 12 16 61.90 

CSIQ 9 10 11 37.20 

5.  

Slime 

Mould 

Algorithm 

Optimizatio

n (SMA) 

LIVE 6 42.85 

CSIQ 7 9 10 37.20 

6.  

Traditional 

Artificial 

Bee Colony 

Optimizatio

n (ABC) 

LIVE 
1 3 6 7 8 

12 14 
66.66 

CSIQ 9 10 15 37.20 

7.  

Traditional 

Ant Colony 

Optimizatio

n 

LIVE 8 7 47.62 

CSIQ 9 7 10 37.21 

8.  

Traditional 

Particle 

Swarm 

Optimizatio

n 

LIVE 
4 7 11 12 

14 
42.85 

CSIQ 1 9 10 37.21 

 

Optimization based feature selection process is done for 

both LIVE and CSIQ database separately. We found that for 

LIVE database, GMSD, QILV, Corr2D, NCC, MSSIM 

appeared 3 or more times in 8 optimization algorithms for 

feature selection. For CSIQ database, Corr2D, PSNR, SSIM 

and MSSIM appeared 3 or more times in feature selection 

using optimization algorithms. So, we can consider these 
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features as predominant features in respective databases. 

These predominant features are used for building 

regression model for prediction of video quality  

Akaike Information Criterion (AIC) is used as 

filtering mechanism to select features for both LIVE and 

CSIQ databases.  

Quality metrics for CSIQ database and indices used 

– using filtering method with AIC 1'. CWSSIM 2'. Delta 

3'. DSS 4'. CORR2D 5'. GMSD   

Quality metrics for LIVE database and indices used 

– using filtering method with AIC 1'. MSSIM 2'.PSNR 

3'. VQM 4'. Corr2D 5'.QILV 

 

Table 2 Features selected using BOTH filtering and 

wrapper feature selection methods using different 

optimization methods for LIVE and CSIQ databases 

Sl. 

NO 
Optimization 
Algorithm 

Database 

Features 

Selected 
(Among 5 

category) 

Accu

racy 

(%) 

1.  

Atom Search 

Optimization 

(ASO) 

LIVE 1’ 2’  4’ 52.38 

CSIQ 2’ 3’ 4’ 34.88 

2.  

Generalized 

Normal 

Distribution 

Optimization 

(GNDO) 

LIVE 1’  2’  4’ 52.38 

CSIQ 2’  3’  4’ 34.88 

3.  

Equilibrium 

Optimizer 

(EQ) 

LIVE 1’ 42.86 

CSIQ 2’ 3’ 4’ 34.88 

4.  

Manta Ray 

Foraging 

Optimization 

(MRFO) 

 

LIVE 1’  2’  4’ 52.38 

CSIQ 2’  3’  4’ 34.88 

5.  

Slime Mould 

Algorithm 

Optimization

(SMA) 

LIVE 1’  2’  4’ 52.38 

CSIQ 1’ 4’ 30.23 

6.  

Traditional 

Artificial Bee 

Colony 

Optimization

(ABC) 

LIVE 1’  2’  4’ 52.38 

CSIQ 2’  3’  4’ 34.88 

7.  

Traditional 

Ant Colony 

Optimization 

LIVE 1’  2’  4’ 52.38 

CSIQ 2’  3’  4’ 34.88 

8.  

Traditional 

Particle 

Swarm 

Optimization 

LIVE 1’  2’  4’ 52.38 

CSIQ 2’  3’  4’ 34.88 

 

Table 2 and 3 show the classification accuracies for 

wrapper feature selection methods and filter + wrapper 

feature selection methods. It can be noted that with hybrid 

feature selection using filter and wrapper methods, features 

from 5 groups may be selected. Consistency is achieved in 

classification accuracy with this hybrid method. This method 

worked well for LIVE database and among 8 optimization 

algorithms used for feature selection, classification accuracy 

improved in 5 algorithms.  

Table 3. Regression RMSE with and without 

predominant feature selection through wrapper feature 

selection algorithms (Without filter feature selection) 

Regression 

learner 
LIVE  CSIQ  

LIV

E 

w/o 

CSIQ 

w/o 

Linear regression 

- linear  
0.16 1.43 0.79 1.38 

Linear regression 

- Interactions 

linear 

0.21 1.50 
160.

61 
59.42 

Linear regression 

- Robust Linear 
0.16 1.44 0.83 1.38 

Stepwise linear 

regression 
0.16 1.46 0.81 1.45 

Fine tree 0.18 1.60 0.90 1.65 

Medium tree 0.20 1.55 0.98 1.46 

Coarse tree 0.23 1.46 1.08 1.42 

Linear SVM 0.16 1.44 0.85 1.39 

Quadratic SVM 0.18 1.53 1.50 2.44 

Cubic SVM 0.22 1.76 
16.5

3 
5.33 

Fine Gaussian 

SVM 
0.24 1.42 0.94 1.43 

Medium Gaussian 

SVM 
0.13 1.41 0.74 1.37 

Coarse Gaussian 

SVM 
0.16 1.44 0.84 1.39 

Ensemble Boosted 

trees 
0.20 1.49 0.77 1.41 

Ensemble Bagged 

Trees 
0.19 1.45 0.96 1.39 

Gaussian Process 

Regression 

Matern 5/2 GPR 

0.13 1.43 0.71 1.37 

Gaussian Process 

Regression - 

Exponential GPR 

0.13 1.43 0.71 1.37 

Gaussian Process 

Regression - 

Rational 

Quadratic GPR 

0.13 1.43 0.72 1.37 

 

Table 4. Regression RMSE with AIC as filter feature selection criterion (Without wrapper feature selection) 

Regression learner LIVE AICC CSIQ AICC LIVE w/o CSIQ w/o 

Linear regression - linear  0.94 1.39 0.79 1.38 

Linear regression - Interactions 

linear 
1.16 1.44 160.61 59.42 

Linear regression - Robust 

Linear 
1.38 1.39 0.83 1.38 
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Stepwise linear regression 0.75 1.39 0.81 1.45 

Fine tree 0.89 1.68 0.90 1.65 

Medium tree 0.94 1.47 0.98 1.46 

Coarse tree 1.02 1.39 1.08 1.42 

Linear SVM 1.04 1.42 0.85 1.39 

Quadratic SVM 0.79 1.52 1.51 2.44 

Cubic SVM 47.04 5.44 16.53 5.34 

Fine Gaussian SVM 0.90 1.48 0.94 1.43 

Medium Gaussian SVM 0.73 1.43 0.74 1.37 

Coarse Gaussian SVM 0.83 1.41 0.84 1.39 

Ensemble Boosted trees 0.78 1.46 0.77 1.41 

Ensemble Bagged Trees 0.91 1.45 0.96 1.39 

Gaussian Process Regression 

Matern 5/2 GPR 
0.72 1.39 0.71 1.37 

Gaussian Process Regression - 

Exponential GPR 
0.71 1.40 0.71 1.37 

Gaussian Process Regression - 

Rational Quadratic GPR 
0.72 1.39 0.72 1.37 

 

Table 5. Regression RMSE with BOTH filter feature selection with AIC and wrapper feature selection using 

predominant features 

Regression learner 
LIVE AICC 

+Pred. Features 

CSIQ AICC 

+Pred. Features 
LIVE w/o CSIQ w/o 

Linear regression - linear  1.10 1.40 0.79 1.38 

Linear regression - Interactions 

linear 
0.88 1.41 160.61 59.42 

Linear regression -Robust 

Linear 
1.37 1.40 0.83 1.38 

Stepwise linear regression 0.78 1.41 0.81 1.45 

Fine tree 0.91 1.63 0.90 1.65 

Medium tree 0.90 1.46 0.98 1.46 

Coarse tree 0.98 1.41 1.08 1.42 

Linear SVM 1.16 1.41 0.85 1.39 

Quadratic SVM 1.18 1.43 1.51 2.45 

Cubic SVM 18.61 2.48 16.53 5.34 

Fine Gaussian SVM 0.82 1.45 0.94 1.43 

Medium Gaussian SVM 0.76 1.42 0.74 1.38 

Coarse Gaussian SVM 0.81 1.42 0.84 1.39 

Ensemble Boosted trees 0.81 1.47 0.77 1.41 

Ensemble Bagged Trees 0.89 1.50 0.96 1.39 

Gaussian Process Regression 

Matern 5/2 GPR 
0.76 1.40 0.71 1.37 

Gaussian Process Regression - 

Exponential GPR 
0.73 1.41 0.71 1.37 

Gaussian Process Regression - 

Rational Quadratic GPR 
0.74 1.40 0.72 1.37 

5. CONCLUSION 

The paper says, the proposed optimization methods are 

based predominant feature selection of  predictive video 

quality analysis. Wrapper feature selection based on 

optimization is used to select the quality metrics. Eight 

optimization algorithms are used to select features. The 

metrics which appeared more than thrice have been taken 

as predominant features of the particular database. We 

found that for LIVE database, GMSD, QILV, Corr2D, 

NCC and MSSIM are predominant features. For CSIQ 

database, Corr2D, PSNR, SSIM, MSSIM are found to be 

predominant features. We can conclude that we can build 

hybrid metric using these features. RMSE for with 

predominantselection feature is less than the 1 without 

selectionfeature. In our case, we have used wrapper 

optimization methods-based feature selection. We can 

improve the feature selection using both filter-based 

approach and wrapper feature selection approach if we 

have large subset of features. We have obtained consistent 
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features from 5 categories with usage of both filter feature 

selection process using AIC as well as wrapper feature 

selection process. Hence, hybrid feature selection using 

filter and wrapper methods help in obtaining consistent and 

best performing features for building the model. 
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Abstract 

The natural extracts of Oregano leaves and Cinnamon bark were found to be highly 

effective as antimicrobial agents and successfully inhibit the bacterial growth. In the present 

study, antimicrobial compounds (essential oils) were extracted from spices such as Oregano and 

Cinnamon by using organic solvent (Ethylene) using the soxhlet apparatus. The above bioactive 

agents (5% & 10 % owf) were applied on plain cotton and polyester/cotton woven fabrics by the 

pad-dry-cure process. For fixation of the finishing agents, Glutaraldehyde (8% owf) was used as 

a cross-linking agent along with Sodium hypophosphite (2% owf) as the catalyst. Evaluation of 

the antimicrobial activity of untreated and treated fabrics was performed quantitatively by 

percentage reduction test (AATCC-147-1998) against test organisms gram-positive bacteria 

staphylococcus aureus (ATCC 6538) and gram-negative bacteria Escherichia coli (ATCC 

11230). The results indicate that treated fabrics register above 90% antimicrobial activity against 

S. aureus and E. coli bacterial strains. After 10 washes the efficacy of antimicrobial activity was 

reduced by 10-20%. A small decrease in flexibility, breaking strength and elongation properties 

is observed for treated fabrics. However, treated fabrics show enhanced crease recovery.   

 

Key words: antimicrobial activity, bioactive substance, biodegradable, essential oils, hygienic 



Introduction 

Cross infection by pathogens leads to the development of odour when the fabric is worn 

next to the skin. As consumers are increasingly aware of a hygienic lifestyle and there is a 

necessity for the development of a wide range of textile products finished with antimicrobial 

properties. Apart from this microbial attack can cause discolouration and loss of functional 

properties of fabrics and hence prevention of microbial attack on textiles has become a matter of 

significant importance. In view of this, to prevent the development of objectionable odour, 

dermal infection and other related diseases and to prevent product deterioration antimicrobial 

finish is applied to textile materials1. 

 

A variety of antimicrobial textile materials are reported. Chemical-based antimicrobial 

agents are synthetic non-biodegradable chemical compounds, which cause environmental and 

health concerns. The finishing ingredients used in antimicrobial finishing need to be effective, 

have selective activity towards harmful microbes, be bioactive, non-toxic, biodegradable and be 

permanent2. Natural extracts from various parts of some of the medicinal plants and herbs exhibit 

antimicrobial properties. These antimicrobial compounds, which are mostly extracted from 

plants such as aloe vera, tea-tree, eucalyptus, neem, tulsi leaf etc3. The textile products treated 

with these natural plant extracts are required to be reusable and durable antimicrobial textiles 

which are effective against harmful pathogens. Such products will be beneficial for both medical 

industry workers and the general public as well. Spices and herbal plant extracts can exhibit 

antimicrobial activity. The main components present in these natural antimicrobial agents such 

as basil, thyme, and oregano essential oils are linalool, thymol, and carvacrol, respectively 

exhibit antimicrobial activity against various microorganisms.  

 

This study investigated the antimicrobial functionality of cotton and polyester/cotton 

fabrics finished with extracts of spices such as Oregano and Cinnamon. According to Conner et 

al., the antimicrobial action of essential oils may be due to the impairment of a variety of enzyme 

systems including those involved in energy production and structural component synthesis of 

harmful microorganisms4. The Oregano leaves or Bay leaf (used in cooking) contain about 1.3% 

essential oils. Major compounds in cinnamon stick present were volatile oil component (E)-



cinnamaldehyde and several polyphenols mainly proanthocyanidins and catechins5,6. These 

components significantly contributed to the antibacterial properties. Lopez, et al, and 

Rodr´ıguez-Lafuente, et al reported the antimicrobial activity of cinnamon, oregano, and thyme 

EOs against various Gram-negative Gram-positive bacteria, yeasts and molds6,7. 

 

Materials and methods 

Fabric 

For the purpose of application of antimicrobial compounds plain-woven cotton and 

polyester/cotton fabrics were used. The construction particulars of the fabrics are shown in  

Table 1.  

Table. 1 Construction particulars of test fabrics 

Sl. 
No. 

Fabrics Particulars 
Ends/cm x 
Picks/cm 

Yarn count 
(Tex) 

Fabric Weight 
(GSM) 

1 Cotton Fabric 40X36 12X13 113 
2 Polyester/ cotton blended fabric (67/33) 40X33 14X12 115 

 

Extraction of active compound 

Antimicrobial compounds used for this study were extracted from Oregano leaves and 

Cinnamon bark pieces which are two important spices frequently used in food preparation. The 

respective plant parts were collected, cleaned and were dried at 40ºC in a drier. These dried plant 

materials were powdered into fine particles with the help of a domestic grinder. The active 

compound (antimicrobial agent) was extracted using organic solvent (Ethylene) using the soxhlet 

apparatus. The extract was filtered using Whatman filter paper IV. The solvent was then distilled 

under reduced pressure in a rotary evaporator until it becomes completely dry.  

Application 

Natural extracts at 10% (owf) concentration were applied on pre-washed cotton and 

polyester/cotton fabric samples using the conventional pad-dry-cure process. Glutaraldehyde as 

cross-linking agent (8% owf) and Sodium hypophosphite (2% owf) as a catalyst was used. Fabric 

samples were padded through a laboratory padding mangle with two dips and two nips to give a 

wet pick up of 85 ± 5% (owf). Later the samples were dried at 85OC for 5 min and then cured for 



2 min at 120OC. Fig. 1 shows the photographs of untreated and treated cotton and 

polyester/cotton fabrics.   

   
 (a)                                                                                    (b)  

Fig. 1 Cotton and polyester/cotton fabrics treated with extracts of (a) Oregano (b) Cinnamon  

Evaluation of Antimicrobial activity  

Modified colony counting method (AATCC test method 147-1998) was used to 

determine the antibacterial activity of the untreated and the treated fabric samples against 

Staphylococcus aureus and Escherichia coli and test results were expressed in terms of % 

reduction of bacterial growth. 

 

Wash durability test 

The finished fabric samples were subjected to multiple washes using a lander-o-meter as 

per ISO 6330-1984E. Then antimcirobial activity for washed fabric samples was determined and 

activy retention % was calculated.  

 

Fabric properties 

Bending length: Bending length of fabric samples was measured by the cantilever principle, as 

per test method BS 3356. 

 

Crease recovery: Shirley crease recovery tester was used to measure crease recovery angle of 

treated and control fabrics as per test method BS EN 22 313. 

Strength and Elongation: Tensile strength was evaluated by using Hounsfield Universal Tester, 

UK (CRE) as per test method BS 2576.  



 

Results and Discussion 

Evaluation antimicrobial activity by suspension test (Quantitative) -AATCC test method 

147-1998 

Fig. 3 shows the antimicrobial plates laden with E. coli for untreated cotton fabric (a) and 

oregano (b) and cinnamon (c) treated fabrics. Substantial reduction of the number of bacterial 

colonies for treated fabrics can be seen in Figure 3.  

 

      
 (a)                           (b)                               (c) 

Fig. 3 Reduction in bacterial colonies of E. coli (a) Untreated cotton (b) Cotton treated with 

oregano (c) Cotton treated with Cinnamon 

Table 2 Antimicrobial properties of cotton fabric sample against S. aureus and E.coli 

Antimicrobial agent 

S aureus  E coli 
Number of 
colonies at 

10-6 dilution 

% 
inhibition 

Number of 
colonies at 

10-6 dilution 

% 
inhibition 

Untreated 200 -- 165 -- 

Oregano Before wash 7 97 18 89 
After wash 55 73 35 85 

Cinnamon Before wash 12 94 20 88 
After wash 60 70 44 73 

 

From the above Table 2 and Fig. 4, it is observed that the antimicrobial efficiency of 

cotton fabrics treated with oregano and cinnamon extract is ranging from 94% - 97% against test 



bacteria. In general, the activity against Gram-positive bacteria is higher than gram-negative 

bacteria. Gupta D et al8 have also reported that the Gram-positive bacteria are more sensitive to 

the bactericidal effect of antibacterial agents than Gram-negative bacteria. It is noted that the 

washed oregano treated cotton fabric retained its antimicrobial properties up to a maximum of 

95% against E. coli, whereas, cinnamon treated fabric, retained 73% of its activity. The reason 

may be attributed to ineffective mordanting. Even though a cross-linking agent could be able to 

fix the antimicrobial compound with the fibre there is a small reduction of antibacterial activity 

which may be due to the removal of some unfixed active compounds during washing. However, 

all the treated fabrics retain a considerable amount of antibacterial activity even after repeated 

washes.  

   

(a)                                                                             (b) 

Fig 4 Antibacterial properties of Oregano & Cinnamon extract on cotton (a) against S. aureus (b) 

against E. coli 

From Table 3 it is observed that the antimicrobial efficiency of the treated cotton fabric 

against S. aureus and E. coli is high compared to polyester/cotton blended fabrics. This indicates 

that the uptake % of the antimicrobial compound of cotton fabric for a given concentration of 

10% is found to be higher than polyester/cotton fabric. It is observed that the loss of 

antimicrobial efficiency due to washing for treated cotton fabric is less than polyester/cotton 

blended fabric (Fig. 5). This is in line with observations of Joshi M et al.9, the active ingredients 

may be attached to cellulose by physical bonding and the cross-linking agent may act as a 
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bridging material for chemical bond formation. The cellulose part in the blend fabrics is actively 

involved in bond formation with the active ingredients of the natural extract. 

Table 3 Antimicrobial activity of polyester/cotton fabric against S. aureus & E. coli   

Antimicrobial agent 

S. aureus E. coli 
Number of 

colonies at 10-6 
dilution 

% 
inhibition 

Number of 
colonies at 10-6 

dilution 

% 
inhibition 

Untreated 118 -- 135 -- 

Oregano Before wash 15 87 24 82 
After wash 60 49 85 37 

Cinnamon Before wash 8 93 16 88 
After wash 46 61 56 59 

     
(a)                                                                       (b) 

Fig 5 Antibacterial activity of Oregano & Cinnamon extract on Polyester/cotton (a) against S. 

aereus (b) against E. coli  

Fabric Properties  

Bending length test results shown in Tables 4 and 5 indicate that the cotton and 

polyester/cotton fabrics become slightly stiffer after finishing with the extracts. It is noted that 

fabrics treated with antimicrobial agents along with cross-linking agents offered an improved 

crease recovery angle as compared to the corresponding untreated fabrics. However, the increase 

in the crease recovery angle of treated polyester/cotton blended fabric ranging from 182 to186 is 
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found to be high as compared to 100% cotton fabric sample having crease recovery angle 

ranging from 140 to 151. This is due to the excellent crease recovery properties of the polyester 

component present in the blended fabrics.  

 Table 4 Effect of finish on properties of cotton fabric treated with oregano, cinnamon 

Particulars Cotton 
untreated 

Cotton treated 
oregano cinnamon 

Bending 
length in 
cm 

warp 1.96 1.93 1.88 
weft 1.56 1.78 1.84 
Avg. 1.75 1.85 1.86 

Crease 
Recovery  
angle 

warp 69 72 75 
weft 71 73 76 
Total 140 145 151 

Breaking   
Strength 
(Kg) 

warp 44.2 35.3 40 
weft 32.2 28 30 
Avg.  38.2 32 35 

Elongation 
(%) 

Warp 14.5 10 12 
Weft 26 25 23 
Avg.  20.3 17.5 17.5 

 
 

Table 5 Effect of finish on properties of Polyester/cotton fabric treated with oregano, cinnamon 

Particulars 
Polyester/ 
cotton 
untreated 

Polyester/cotton  
treated 

oregano cinnamon 
Bending 
length 
in cm 

Warp 2.08 2.1 2.2 
Weft 1.72 1.8 1.9 
Avg. 1.89 1.94 2.04 

Crease 
Recovery 
Angle 

Warp 90 93 91 
Weft 85 93 91 
Total 175 186 182 

Breaking   
Strength 
(Kg) 

Warp 70.3 70 68 
Weft 51.5 49 50 
Avg. 60.9 59.5  59   

Elongation 
(%) 

Warp 16.3 11 12 
Weft 24.4 23 22 
Avg. 20.4 17 17 

 

From the results in Tables 4 and 5, it is observed that the breaking strength retention 

percentage of cotton fabric after treatment is 84 – 92 % whereas blended fabric retained breaking 



strength up to 98%. It means blended fabric sample offers slightly more breaking strength 

retention (6.5%) as compared to cotton fabric. The loss of strength could be attributed to 

molecular degradation of the cotton fabrics together with rigidity conferred on the latter by 

factors associated with cross-linking10. This suggests that the tensile strength of polyester/cotton 

fabric is not seriously affected by the treatment. The retention of elongation of fabrics is 14 % 

which is more or less the same for both cotton and polyester/cotton fabrics before and after 

treatment.  

Conclusion 

In the present study, antimicrobial agents extracted from spices such as oregano and 

cinnamon (essential oils) were utilized for the finishing of fabrics to impart antimicrobial 

properties. The study shows that treated fabrics register above 90% antimicrobial activity against 

S. aureus and E. coli bacterial strains. Hence antimicrobial agents derived from oregano and 

cinnamon have the potential to be used in the antimicrobial finishing of textiles. The agents 

impart excellent antimicrobial properties to both cotton and polyester/cotton blended fabrics. 

After 10 washes the efficacy of antimicrobial activity was reduced by 10-20%. The eco friendly 

and nontoxic properties of these herbal extracts are promising candidates for medical and health 

care textile applications. The treated fabrics exhibit increased crease recovery properties but their 

flexibility, tensile strength and elongation properties are slightly affected. 
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Abstract
Nanoparticles ofNi1−xZnxCe0.1Fe1.9O4 ferrite substitutedwith Zn

2+ ion concentrations (0.0, 0.2, 0.4,
0.6, 0.8& 1.0) have been synthesised via aqueous citrate precursor auto combustionmethod. The
obtained Powder x-ray diffraction data suggests a good crystalline phase; the crystallite size exists in
the range of 14∼38 nm. The lattice constant of samples increases with Zn2+ concentration. It
validates Vegard’s law and the decreasing trends in porosity of the samples were identified. The
inhomogeneity in the grains was confirmed fromFE-SEM.The EDS spectrogram attributes the good
stoichiometry in the product. TheThermogravimetric analysis reveals that the crystallization occurred
within the temperature 800 °C. The high-temperatureDC conductivity of the samples shows that
NTCbehaviour. TheCurie temperature and activation energy are estimated and the activation energy
of carriers are found to bemore at the paramagnetic region. Themagnetic saturation (‘Ms

*
’)has

maximum for Zn2+=0.2 (57.7 emu g−1) and coercive field (Hc) relatedwith a radius of occupancy of
Zn2+ ion validates the relation µHc

r

1 and also, the value of the remanence ratio suggests that

isotropicmagnetization took place in the heterogeneousmaterial.

1. Introduction

TheNi-Zn ferrites are iron oxides and are typically high resistive compoundswhose resistivity is106-108Ω−cm
[1, 2]. The resistivity of the ferrites depends on composition, processing temperature and theway of cation
distribution.The high resistivity is one of the key factors for considering thematerial formicrowave devices [3, 4].
The resistivity of thematerials influences the eddy current loss; in the ferromagneticmaterials, it is inversely
proportional to the resistivity. In the ferrite, the shallow eddy current loss is due to its high resistivity. As a result,
ferrites arewidely employed inhigh-frequencypower systems, high-densitymagnetic recording heads,
transformer components, EMI-shielding,microwavedevices, inductors, high-qualityfilters, radio frequency
circuits, rod antennas, includinghigh-speed digital tape read-write heads [5]. It also has applications inMedical
diagnostics, site-specific drugdelivery,magnetic refrigeration and ferrofluids. Gas sensing is thenewdomain
where nano ferrites are being used [6–8]. On theother hand, if the dimensions of themagnetic particle are reduced
below its critical diameter, thedomain formation is nomore extended vigorously favoured and theparticles exist as
a single domain [9]. Thereby, electrically lowpower loss [7, 10–12] andmore importantly, particles exhibit unique
magnetic properties due to amore surface-to-volume ratio of ferrite nanoparticles. In the rare earth element
substituted ferrites, a part of rare-earth ionswere arranged at the proximity of the grain-boundary region. Later,
magnetic spin canting surfacemagnetocrystalline anisotropy, single-domainbehaviour, and superparamagnetism
(SP) are identified.Many researchers have synthesized and examined variousnano ferrites. The results reveal that
‘saturationmagnetization’ (Ms

*) improveswith the concentrationofNi2+ ion and also theCurie temperature and
magnetization are reduced bydislocations in ferrites [13].
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The property of spinel phases ismore correlatedwith the cation distribution between tetrahedral and
octahedral sites [14]. And also, the interaction betweenmetal and oxygen ions (M–O). TheM–O interaction is
decided by the oxygen parameter; various nano ferrites have been reported in the previous work, i.e.MgFe2O4,
NiFe2O4, ZnFe2O4,MnFe2O4 [15–18].More recently, semiconducting behaviours have been identified in the
case of Calcium substituted Zinc cobalt ferritesZn0.5−xCa0.1Co0.4+xFe2O4 [19]. The Re

m+ (Ce3+, Gd3+, La3+,
andCd3+) substitution in the ferrites shows the interesting behaviourwhich is reported in the literature [20, 21].

This research aimed to examine the effects of Zn+2 ion inclusions on the structural, DC electrical and
magnetic properties ofNi-Ce-Zn ferrite.We have effectively synthesized the spinel-type nanoparticles of
Ni1−xZnxCe0.1Fe1.9O4 (x= 0.0 to 1.0) by sol-gel auto combustion followed by heat treatment. Further, we
characterized their structure, surfacemorphology, Thermogravimetric analysis, DC electrical conductivity and
magnetic properties using Powder-XRD, FE-SEM, EDS, TGA, Twoprobes andVSM. This paper presented a
detailed investigation of structural and electrical andmagnetic properties.

2. Experimental procedure

2.1. Synthesis
Sol-gel auto combustionwas used to synthesize the composition ofNi1−xZnxCe0.1Fe1.9O4with ‘x’ varying from
0.0 to 1.0. The analytical grades of the chemicals was used to prepare the solutions by dissolving nitrate salts with
a stoichiometric quantity in de-ionizedwater. The aqueous solutions ofNickel nitrate (Ni(NO3)2.6H2O), Zinc
nitrate (Zn(NO3)2.6H2O), Ferric nitrate (Fe(NO3)3.9H2O) andCeriumnitrate (Ce (NO3)3.6H2O)weremixed
with constant stirring. Themolar ratio of Fe3+ toMe2+ (Zn2+&Ni2+) ionswere adjusted by the addition of
citric acid solution (i.e. Nitrates/citric=1/1.5)with constant stirring for 1 h. Further, adjusted the precursor
pH (»7) by adding aqueous ammonia at a constant temperature (100 °C), after 6 h gel was formed and it turned
tofluffy flakes by self-ignition. The powders were calcinated at 600°C for 5 h. Further, disc-shaped pellets were
prepared and sintered at 600°C for 4 h in amuffle furnace [22].

2.2. Analysis
The structural characterization of all the samples was carried out by using BrukerD-8Discover Powder x-ray
diffractometer at room temperature (CuKα radiation (λ)=1.5406Å) by continuous scan from10° to 80°
Bragg’s angle. The sample’s surfacemorphology and EDS analysis was carried out by using theCarl Zeiss FE-
SEM instrument. The thermal stability of the unsintered powder samplewere obtained by thermal analysis
(TGAQ500 instrument). Itmeasures theweight loss of the compoundwith a resolution of 0.1μg from ambient
temperature to 800 °Cat the standard airmediumwith a heating rate of 10Kmin−1. The significant change in
theweight loss of the substancewas estimatedwith a precision of0.01% from thefirst derivatives of weight
loss. TheDC electrical conductivity of all the samples wasmeasuredwith two probes andKeithley 2600 source
meters from300K to 650K. Themagnetic characterization (Mv/sH) of all powder samples was carried out at
RoomTemperature in thefield strength 0 to 15 kOe using the LakeshoreVSM7410 instrument.

3. Results and discussion

3.1. Structural analysis
Figure 1 shows the diffractograms of all the samples and good crystallinity is observed. The diffractograms are
thenmatchedwith the JCPDS card number 00-08-0234 and labeled all the prominent peaks. The secondary
phase (α-Fe2O3) has appeared around ‘2θ’= 33° for x�0.2, as confirmed by comparing the patternwith
standard data (ICDD card no. 33–0664) [23]. The secondary phase formed due to the difference in crystallization
energy and grain boundary phase from the cerium ions [24, 25]. In general, the radius of the Zn2+ ion is greater
thanNi2+ and preferentially occupies the A-site leads to pushing the trivalentmetal ion to B-site can increase the
chance of the grain boundary phase. This is significant at the concentrations 0.4, 0.6 it ismorewhen at x=0.8,
1.00 it does not form the grain boundary phase [26].

The structure of ferrites is considered as an intertwining network of positively-chargedmetal ions (Fe3+,
Me2+) and negatively charged divalent oxygen ions (O2−) [27]. It exists in an fcc structure with space group Fd3m
Oh
7 [27]. The structural parameters are obtained and presented infigures 2(a) and (b) and also enumerated in

table 1; the Lattice constant of the sample is almost linearly dependent onZn2+ ion, this effect ismainly due to
the occupation of Zn2+ (0.69Å) into the tetrahedral site lead to enlarge the A-site [28, 29]. The ionic radius of the
substituted elements directly changes the lattice parameter; this observation is also reflected in theCe3+ ion
substituted samples [30]. However, in someZn2+ substituted spinelMn-ferrites shows the reduction in the
lattice constant [31]. TheCrystallite size and lattice strain have been determined using theDebye-Scherer
relation [32] and tabulated in table 1. The average crystallite size is in the range (14–37.5 nm). The crystallite size
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of samples is initially found to be increases up to for x= 0.2 increased for x= 0.4 it drops to low and for higher
Zn2+ ion concentrations again crystallite size increases. The crystallite has a smaller dimension in comparison
with the sample without Ce3+ ion.However, the variation of crystallite size seems to be contradictory to the
material without Ce3+ ions [33]; similar results have been reported. The experimental density of all the samples
was estimated bymeasuring theweight and volume of the sintered pellets in the airmediumwith highly sensitive
instruments. The experimental density of the sample was calculated from the relation (1). The x-ray density of
thematerial is determined by the relation (2). Similarly, the porosity of samples have estimated by using the
relation (3) [32, 34]
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The value of ′dxrd′ increases with Zn
2+ concentration due to the heavier ion. The decrease in the porosity of the

samples with a concentration of Zn2+ ions has been noticed.Which is the collective effect by the Zn2+ andCe3+

ions during the formation of grains and someCe3+ ions prefers the octahedral site as well some of them are
present at the vicinity of grain boundary lead to a increase in the chance of closeness with nearby grains can lower
the porosity and increases the probability of lattice stain [35].

3.2. FE-SEM-morphology and EDSof samples
The FE-SEMmicrostructure of all the samples of Nix Zn1−xCe0.1Fe1.9 O4 prepared via citrate gel auto
combustion as shown infigures 3(a)–(f), the FE-SEMmicrographs demonstrate the porousmorphology and
inhomogeneous grain distribution due to the evolution of gas. The connectivity between the grains ismore in
the Zn2+ ions substituted samples. The distribution of grains is examined through Image-J software, the grains
size has beenmeasured and the histogramof grain distribution is displayed in the inset offigures 3(a)–(f). All the
samples are found to exist in the nano regime. The quantification of chemical elements in the prepared sample is
conformed by EDSmeasurement; all the elements are found to be in a right stoichiometric proportion the EDS
spectra of Ni Zn Ce Fe O0.8 0.2 0.1 1.9 4 as shown infigure 3(g).

3.3. Thermogravimetric analysis (TG-DTA)
Thermal analysis is a simple and accuratemethod of studying the thermal behaviour of a substance. It is possible
to get the temperature at which crystallization, phase change and decomposition take place in thematerial and
also account for the kinematics of chemical reactions that can take placewithin the substance. These factors are
essential tofinding the required sintering temperature for the samples. The plots of weight loss% (TGA) and
Differential weight loss (DTA)with temperature give the amount of temperature required for sintering.

Figure 1.PXRDmicrographs ofNix Zn1−x Ce0.1 Fe1.9 O4.
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Figure 4(a); shows theweight loss% (TGA) andDifferential weight loss (DTA) of the sampleNiFe2O4. The
TGA curve confirms that no significant order of weight loss takes place. However, of the three endothermic
peaks in theDerivative of Thermogravimetric Analysis, the inflection points lie at 45.7 °C, 324.1 °C&458.9 °C,
respectively. Thefirst derivative of theweight loss curve signifies three steps of apparent change inweight loss in
the sample. In thefirst step, 0.1%ofweight loss was due to the evaporation of absorbedwatermolecules from the
sample. The second step of weight loss of 1.83% is due to the evolution of gas from remaining nitrates and
organic substance from the sample [36] and in the third step sample loses 4.05%. It is due to the crystallization of
NiFe2O4 in the spinel phase.

Figure 4(b); shows theweight loss% (TGA) andDifferential weight loss (DTA) of the sample ZnFe2O4; the
TGA curve confirms that continuousweight loss by results the three inflection points at 44.15 °C, 318.87 °C&
699.5 °C from the differential weight loss curve signifies that there are three steps of weight loss takes place in the
sample, in thefirst step 0.48%ofweight loss due to the evaporation of absorbedwatermolecules from the
sample. In The second step, 4.32% and 12.9% in the third step of weight loss signifies the crystalline phase

Figure 2. (a) lattice constant and crystallite size ofNi1−xZnxCe0.1Fe1.9O4 ( ) x0 1 . (b) Lattice strain and porosity of
Ni1−xZnxCe0.1Fe1.9O4 (  x0 1).

Table 1.Molecular weight (mol.Wt.), lattice constant (a), crystallite size (d), lattice strain (ε), bulk density (dexp), x-ray density (dx)
&porosity (p) ofNi1−xZnxCe0.1Fe1.9O4 ferrite.

Concentration (x) Mol.Wt. (g/mol.) a (Å) D (nm) ε dexp. (g/cm
3) dx (g/cm

3) P (%)

0.0 242.80 8.386 14.74 0.011 3.993 5.468 55.2

0.2 244.15 8.393 18.75 0.019 3.939 5.485 45.2

0.4 245.48 8.401 15.27 0.021 3.783 5.499 34.6

0.6 246.82 8.405 31.76 0.022 3.767 5.521 33.6

0.8 248.16 8.411 37.53 0.032 3.834 5.539 28.6

1.0 249.49 8.415 37.54 0.020 3.778 5.561 22.1
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formation in the sample [37] and changes in the crystallographic arrangement of ZnFe2O4 by the evaporation of
zinc. Therefore, no decomposition ormelting ofmaterial takes place in themeasured range.

Figure 4(c); shows theweight loss% (TGA) andDifferential weight loss (DTA) of the sample
Ni0.8Zn0.2Ce0.1Fe1.9O4 in the plot four endothermic peaks at 54 °C, 178.24 °C, 335.4 °C&523.8 °C from the
differential weight loss curve signifies that there are four steps of weight loss takes place in the sample, in the first
step, 0.03%ofweight loss due to the evaporation of absorbedwatermolecules from the sample. The second step
sample loses 1.66%of its weight due to the evolution of CO2 from the samples. The third step, 4.2%, is due to the
crystallization ofNi0.8Zn0.2Ce0.1Fe1.9O4 and the fourth step, 5.86%, is due to the alteration in the phase by the
loss of excess oxygen from the sample in the spinel phase, in all the samples, no decomposition ormelting of

Figure 3. (a)–(f)The FE-SEMmicrostructure ofNix Zn1−xCe0.1 Fe1.9O4. (g)EDS. Spectra of Ni Zn Ce Fe O .0.8 0.2 0.1 1.9 4
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material takes place themeasured range. Comparatively, the Cerium substituted samples are crystallized below
the crystallization temperature of unsubstituted samples. The comparative thermogravimetric analysis infers the
improved thermal stability of the rare earth elementNi-Zn ferrites by substituting Zn2+ ions [38].

3.4.DCElectrical conductivity
Figure 5: Shows the logσ dc with the 1000/Tplot for samplesNi(1−x)ZnxCe0.1Fe1.9 O4 (0�x�1); the
temperature dependence ofσdc of all samples increases continuously with the increasing temperature, revealing
that all samples exhibit the semiconducting property by following theArrhenius relation (4) [39]. At a particular
temperature slight change in the resistivity lead to form two distinct regions in the plot. The temperature at
which alters the resistivity of the samples is known asCurie temperature (Loriamethod) [28].

Figure 4. (a)TGA andDTA curves of theNiFe2O4. (b)TGA andDTA curves of the ZnFe2O4. (c)TGAandDTA curves of theNi0.8
Zn0.2Ce0.1 Fe1.9O4.
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( ) ( )s s= W
-D

- -exp cm 4dc

E
kT0

1 1

Where; s0 =Temperature independent constant in W- - Kcm ,1 1 =Boltzmann constant in /eV K ,
ΔE=activation energy in eV and T= absolute temperature in K ,

At high-temperature, phonon induced correlated electron transfermechanism takes place. Thematerial
initially exists in the ferrimagnetic phase as a result of increment in the temperature it changes to the
paramagnetic phase, it ismainly due to change in the crystal symmetry frommonoclinic (belowTc) to cubic
(above Tc) [40]. The nature of conductivity variation can be explained by theVerweymechanismbetween the
two adjacent tetrahedral and octahedral sites [41, 42]. This is chiefly due to the exchangemechanism of electrons
betweenNi2++Fe3+⇔Ni3++Fe2+ ions. Similarly, the type of dopant used,microstructure and porosity of
samples also impact the conductivity of the samples [43].When compared to previously reported values, the
sample’s DC conductivity is reduced. The consequent impact is due to themagnetic coupling interaction of
hopping elections at localized bands, tending to enlarge the energy bands in nanoparticles [44].

3.4.1. Influence of Zn2+ ion on conductivity
Figure 5; confirms the distinct value of conductivity for all the concentrations. The compositional variation of
DC conductivity shows that the conductivity of the samples increases with increases in Zn2+ concentration [28].
This is the attribute of proportionate expansion of cell volume by the substitution of Zn2+ ion. Thus, the ionic
radius of Zn2+ (0.67Å) is quite larger than theNi2+ ion, whichwill usually prefer the tetrahedral site [42], then
increase the chance ofmigration of Fe3+ ions fromA-site to B-site. In themeanwhile, some ferrous ions are
produced and they act as a kinetic barrier for the hopping of ions leads to an increase in the value of conductivity
ofmaterial [45, 46].

The literature survey reveals thatNi–Zn–Ce ferrites are exhibiting n-type semiconducting properties. It is
due to the intense hopping of Fe2+and Fe3+[47]. TheDC conductivity increases with the increase in Zn2+ ion
concentration. because Zn2+ hasmore conductivity value thanNi2+. The conduction ofmaterials is based on
activation energy (ΔE), which are 0.635 eV and 0.416eV forNiFe2O4 andZnFe2O4, respectively. The activation
energy ofNiFe2O4 is higher than that of ZnFe2O4. Thus,more energy is required for electron exchange between
Fe2+ and Fe3+ ions for theNiFe2O4. It is consistent with the fact that increased activation energy corresponds to
decreased electrical conductivity [30].

The rise in conductivitymay also, due to themanifestation of occupancy of the tetrahedral site by the Fe2+

andZn2+ ions aswell as the octahedral site by theNi2+ andCe3+ ions.Whereas Fe3+ ions partially exist in the
A-site and B-site [45]. The rare-earth ion hasfluctuating valence state, whenever the electrons are released
during the hoppingmechanism, it enhances theirmobility and eventually leads to increase conduction [39].

4. Curie temperature (Tc) and activation energy (ΔE)

Figure 6: shows the variation of activation energywith Zn2+ ion concentrations. The reduction ofmagnetic ions
at the A-site affects the activation energy of thematerial. The activation energy andCurie temperature are
reducedwith Zn2+ ions concentrations. The temperatures are pretty close to theCurie temperature (Tc) the

Figure 5.DCconductivity of Ce3+ dopedNi1−xZnxCe0.1Fe1.9O4. ( ) x0 1 With temperature (insetmagnified portion of figure 4).
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Fe2+(A)⇔O2−⇔Fe3+(B) interaction decreases. Similar results are reported inK. Vijaya Kumar et al
investigation [48], we can confirm that theCurie temperature only depends on the composition and is
independent of geometry or porosity. Table 2 is the list of values of activation energy of the sample in the
paramagnetic and the ferrimagnetic region they are estimated using the relation (5).

( ) ( )= ´ ´ ´E k Slope eV2.303 10 5a B
3

Where; kB is the Boltzmann constant (8.603×10−5 eVK−1).
And because of the orderedmagnetic dipoles, the activation energy in the paramagnetic region ismore than

that of the ferrimagnetic region.
It indicates that whenZn2+ increases, activation energy decreases in the paramagnetic zone due to a decrease

in the barrier height [49, 50]. The activation energy in the case of rare earth element substituted samples aremore
at smaller concentrations. Thus, some of the B-site is occupied byCe3+ ions, which strongly block the
conductionmechanismbetween ferrous and ferric ions. Therefore, electrons requiremore energy to establish
conduction in the samples, for higher concentration reverses due to the partial substitution of rare-earth ions to
the octahedral site and filling the voids lead to increasing the activation energy.

4.1.Magnetic characterization
Figure 7: Shows themagnetization of the sample at room temperature. In themagnetic hysteresis plots, the
magnetization of samplesmeasuredup to themagneticfield strength 15kOe, obtained values are given in table 3.
Themagnetization increaseswith an increase in theorder offlux, and then saturation is attainedwithin the range of
selection.The respectiveZn2+ concentration influences the saturationofmagnetization of all samples.AsZn2+

concentration increased the saturationmagnetization immediately takes the raise (x= 0.2,Ms
*= 57.70 emug−1)

and for higher concentrations ofZn2+ ions (0.4, 0.6, 0.8, and 1.00) it gradually decrease [51]. The saturation
magnetization follows a similar trend, but it is slightly higher thanGd3+substituted ferrites [26]; the reason is that
the effectivemagneticmoment ofCe3+ is 1.732μB. It is lower thanGd3+ is 7.9μB, it prefers theB-site of spinel
ferrite. In the isotropicmagneticmaterials, netmagneticmoment obeys the relation, i.e., m m m= -A B Ms

* is
high in the case ofCe3+ substituted ferrites compared to theGd+3 ferrites [52].

Figure 6.Curie temperature (Tc) and activation energy (ΔE)with concentration (x) forNi(1−x)ZnxCe0.1Fe1.9O4.

Table 2.Values of paramagnetic and Ferrimagnetic activation energy (EP&EF)
&Curie temperature ofNi1−xZnxCe0.1Fe1.9O4 ferrites byDCConductivity.

Activation energies (eV)

Concentration (x) EP EF ΔE
Curie Temper-

ature(K) (Tc)

0 0.862 0.227 0.635 613

0.2 0.750 0.154 0.596 573

0.4 0.781 0.135 0.646 533

0.6 0.720 0.269 0.451 483

0.8 0.607 0.185 0.422 453

1 0.584 0.168 0.416 403
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The variation of saturation remanence ratio,magnetization (Ms
*) and coercive field (Hc)with Zn

2+

concentration are shown infigures 7 (inset) and 8. The remanence ratio progressively decreases with Zn2+ ion
concentration; this indicates the isotropic nature ofmagneticmaterial andmore easilyfinds the nearest
magnetization direction after the removal of amagnetic field. The area under the hysteresis loop signifies the
hysteresis loss. Therefore, the loop area is small in the case of Ce3+ substituted ferrite; hence, the hysteresis loss is
low as in the case of Ce3+ substituted ferrite implied by the lowmagnetocrystalline anisotropy of thematerial.
The coercive field also decreases with an increase in the concentration of Zn2+ ions conditions grain size, which

follows the relation µHc .
r

1 The radius of the Zn2+ ions in the cell reduces the ′Hc′ [53, 54]. Themarginal

enhancement ofmagnetic parameters is due to themagnetic ordering in surface spin [55].

Figure 8.Variation of saturation remanence ratio,magnetization (Ms
*) and coercivefield (Hc)withZn

2+ concentration.

Table 3. SaturationMagnetization (Ms
*), Coercive Field (Hc), Experimental value of

magneticmoment (η exp), Retentivity (Mr), Remanence ratio (S=Mr/Ms).

′x’ Ms
*(emu/g) Hc (Oe) η exp (emu) Mr emu/g S (Mr/Ms)

0.0 30.88 170.41 1.35689 7.83 0.25

0.2 57.70 124.98 2.54927 7.57 0.13

0.4 49.07 124.97 2.17971 9.24 0.17

0.6 43.63 102.25 1.94857 5.73 0.14

0.8 25.36 109.81 1.13872 3.71 0.12

1.0 21.67 109.82 0.97821 3.43 0.15

Figure 7.Magnetic hysteresis of Ni(1−x)ZnxCe0.1Fe1.9O4 at room temperature. (Inset, remenance ratio v/s Zn2+ ions concentration).
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5. Conclusion

Ni(1−x)ZnxCe0.1Fe1.9O4Nanoparticles are successfully synthesized for various concentrations of Zn
2+ ion

( ) x0 1 Via aqueous citrate precursor auto combustionmethodwith a ratio of Fe3+&Zn2+ orNi2+ to
2:1andNitrates/citric acid ratio of 1/1.5. The powder x-ray diffraction studies inform the crystallization in
the Spinel phase and the formation of the grain-boundary phase. The crystallite size increases with Zn2+

concentration 14∼38 nm. The compressive force will dominate the lattice strain by the grain boundary phase.
The basis vector increases with Zn2+ validates Vegard’s law. The voids are reduced due to the occupation of Zn2+

(0.69Å) ion into the A-site. FE-SEM studies reveal inhomogeneity in the formation of grains. The TGA analysis
identifies themultiple endothermic peaks; however, nomajor decomposition takes placewithin 800 °C. TheDC
conductivitymeasured at various temperatures up to 800K, the variation of conductivity linear in the range of
temperature and phase change from ferrimagnetic to paramagnetic is noticed, the activation energy andCurie
temperature in the paramagnetic and ferrimagnetic range obtained byArrhenius plots (Loriamethod). The
activation energy ismore at the paramagnetic region, which is reducedwith Zn2+ concentration. The saturation
magnetization at room temperature ismaximum for Zn2+=0.2 (57.7 emu g−1) and ′Hc′ related by µHc

r

1

The radius of the Zn2+ low hysteresis loss is identified, themagnetic parameters andDC electrical factors are
improved inCe3+-Ni-Zn-ferrites.

Acknowledgments

The authors would like to thank theMinistry of education in Saudi Arabia andTaif University Researchers
Supporting ProjectNumber (TURSP.− 2020/47), Taif University, Saudi Arabia. SanthoshKumarMV
Acknowledge to Jain Institute of Technology. Davangere.

Data availability statement

All data that support thefindings of this study are includedwithin the article (and any supplementary files).

ORCID iDs

SanthoshKumarMV https://orcid.org/0000-0002-3756-0517
BMPrasanna https://orcid.org/0000-0002-8972-5360

References

[1] VermaA andDubeDC2005 Processing of nickel-zinc ferrites via the citrate precursor route for high-frequency applications J. Am.
Ceram. Soc. 88 519–23

[2] Zheng L J Z, ZhangH andYangQ 2014 Enhanced high-frequency properties of nizn ferrite ceramicwith co2Z-hexaferrite addition
J. Am. Ceram. Soc. 97 2016–9

[3] Gul IH andMaqsoodA 2008 Structural,magnetic and electrical properties of cobalt ferrites prepared by the sol-gel route J. Alloys
Compd. 465 227–31

[4] VenkatarajuC, SathishkumarG and Sivakumar K2010 Effect of nickel on the electrical properties of nanostructuredMnZn ferrite
J. Alloys Compd. 498 203–6

[5] AnwarH andMaqsoodA 2010Temperature-dependent structural and electrical analysis ofMn-Zn nano ferrites J. PakMater Soc. 4
81–94

[6] Mukherjee K andMajumder S B 2010Reducing gas sensing behavior of nano-crystallinemagnesium-zinc ferrite powdersTalanta 81
1826–32

[7] PraveenaK, SadhanaK, Bharadwaj S andMurthy SR 2009Development of nanocrystallineMn-Zn ferrites for high-frequency
transformer applications J.Magn.Magn.Mater. 321 2433–7

[8] Choudhary B L, KumarU,Kumar S, Chander S, Kumar S, Dalela S, Dolia SN andAlvi P A 2020 Irreversiblemagnetic behavior with
temperature variation ofNi0.5Co0.5Fe2O4 nanoparticles J.Magn.Magn.Mater. 507 166861

[9] VaidyanathanG and Sendhilnathan S 2008Characterization of Co1-xZnxFe2O4 nanoparticles synthesized by co-precipitationmethod
Phys. BCondens.Matter. 403 2157–67

[10] HuP, YangH, PanD,WangH, Tian J, Zhang S,WangX andVolinsky AA 2010Heat treatment effects onmicrostructure andmagnetic
properties ofMn–Zn ferrite powders J.Magn.Magn.Mater. 322 173–7

[11] Costa ACFM, Silva V J, XinCC,VieiraDA, CornejoDR andKiminami RHGA2010 Effect of urea and glycine fuels on the
combustion reaction synthesis ofMn-Zn ferrites: evaluation ofmorphology andmagnetic properties J. Alloys Compd. 495 503–5

[12] HessienMM,RashadMM, El-BarawyK and Ibrahim IA 2008 Influence ofmanganese substitution and annealing temperature on the
formation,microstructure andmagnetic properties ofMn-Zn ferrites J.Magn.Magn.Mater. 320 1615–21

[13] MohdHashimaRKK et al 2013 Preparation and characterization chemistry of nano-crystallineNi–Cu–Zn ferrite J. Alloys Compd. 549
349–57

10

Phys. Scr. 97 (2022) 015807 SKMV et al

https://orcid.org/0000-0002-3756-0517
https://orcid.org/0000-0002-3756-0517
https://orcid.org/0000-0002-3756-0517
https://orcid.org/0000-0002-3756-0517
https://orcid.org/0000-0002-8972-5360
https://orcid.org/0000-0002-8972-5360
https://orcid.org/0000-0002-8972-5360
https://orcid.org/0000-0002-8972-5360
https://doi.org/10.1111/j.1551-2916.2005.00098.x
https://doi.org/10.1111/j.1551-2916.2005.00098.x
https://doi.org/10.1111/j.1551-2916.2005.00098.x
https://doi.org/10.1111/jace.13003
https://doi.org/10.1111/jace.13003
https://doi.org/10.1111/jace.13003
https://doi.org/10.1016/j.jallcom.2007.11.006
https://doi.org/10.1016/j.jallcom.2007.11.006
https://doi.org/10.1016/j.jallcom.2007.11.006
https://doi.org/10.1016/j.jallcom.2010.03.160
https://doi.org/10.1016/j.jallcom.2010.03.160
https://doi.org/10.1016/j.jallcom.2010.03.160
https://doi.org/10.1016/j.talanta.2010.03.042
https://doi.org/10.1016/j.talanta.2010.03.042
https://doi.org/10.1016/j.talanta.2010.03.042
https://doi.org/10.1016/j.talanta.2010.03.042
https://doi.org/10.1016/j.jmmm.2009.02.138
https://doi.org/10.1016/j.jmmm.2009.02.138
https://doi.org/10.1016/j.jmmm.2009.02.138
https://doi.org/10.1016/j.jmmm.2020.166861
https://doi.org/10.1016/j.physb.2007.08.219
https://doi.org/10.1016/j.physb.2007.08.219
https://doi.org/10.1016/j.physb.2007.08.219
https://doi.org/10.1016/j.jmmm.2009.09.002
https://doi.org/10.1016/j.jmmm.2009.09.002
https://doi.org/10.1016/j.jmmm.2009.09.002
https://doi.org/10.1016/j.jallcom.2009.10.065
https://doi.org/10.1016/j.jallcom.2009.10.065
https://doi.org/10.1016/j.jallcom.2009.10.065
https://doi.org/10.1016/j.jmmm.2008.01.025
https://doi.org/10.1016/j.jmmm.2008.01.025
https://doi.org/10.1016/j.jmmm.2008.01.025
https://doi.org/10.1016/j.jallcom.2012.08.039
https://doi.org/10.1016/j.jallcom.2012.08.039
https://doi.org/10.1016/j.jallcom.2012.08.039
https://doi.org/10.1016/j.jallcom.2012.08.039


[14] Murthy S R, Kumar SA, RameshT, RaoGN, Suneetha T, Shinde R S andRajendar V 2018Microwave-Hydrothermal synthesis of y 3 fe
5 o 12 nanoparticles : sintering temperature effect on structural, magnetic and dielectric properties J. Supercond. Nov.Magn. 31
1899–908

[15] Penchal ReddyM, Shakoor RA,MohamedAMA,GuptaMandHuangQ2016 Effect of sintering temperature on the structural and
magnetic properties ofMgFe2O4 ceramics prepared by spark plasma sinteringCeram. Int. 42 4221–7

[16] BaratiMR, Seyyed Ebrahimi SA andBadiei A 2008The role of surfactant in synthesis ofmagnetic nanocrystalline powder ofNiFe2O4

by sol-gel auto-combustionmethod J. Non. Cryst. Solids. 354 5184–5
[17] ZakiHM2009The influence of Zn ions substitution on the transport properties ofMg-ferrite Phys. BCondens.Matter. 404 3356–62
[18] Ramesh S,Dhanalakshmi B, Chandra Sekhar B, Subba RaoP SV andRao BP 2016 Effect ofMn/Co substitutions on the resistivity and

dielectric properties of nickel–zinc ferritesCeram. Int. 42 9591–8
[19] Lal G, Punia K, BhoiH,Dolia SN, Choudhary B L, Alvi PA,Dalela S, Barbar S K andKumar S 2021 Exploring the structural, elastic,

optical, dielectric andmagnetic characteristics of Ca2+ incorporated superparamagnetic Zn0.5−xCa0.1Co0.4+ xFe2O4 (x=0.0, 0.05
&0.1)nanoferrites J. Alloys Compd. 886 161190

[20] Rai BK,Mishra SR,NguyenVV and Liu J P 2012Author’s personal copy Synthesis and characterization of high coercivity rare-earth
ion doped Sr 0.9RE0.1Fe10Al2O19 (RE: Y, La, Ce, Pr, Nd, Sm, andGd) J. Alloys Compd. 550 198–203

[21] Gadkari A B, Shinde T J andVasambekar PN2010Magnetic properties of rare earth ion (Sm3+) added nanocrystallineMg-Cd ferrites,
prepared by oxalate co-precipitationmethod J.Magn.Magn.Mater. 322 3823–7

[22] Pervaiz E andGul IH 2013 Influence of Rare Earth (Gd 3+) on Structural, gigahertz dielectric andmagnetic studies of cobalt ferrite
J. Phys. Conf. Ser. 439 1–15

[23] LassouedA,Dkhil B, Gadri A andAmmar S 2017Control of the shape and size of iron oxide (α-Fe2O3)nanoparticles synthesized
through the chemical precipitationmethodResults Phys. 7 3007–15

[24] KadyrzhanovKK, EgizbekK, Kozlovskiy A L andZdorovetsMV2019 Synthesis and properties of Ferrite-based nanoparticles
Nanomaterials. 9 1–16

[25] PraveenaK, ChenH-W, LiuH-L, SadhanaK andMurthy SR 2016 Enhancedmagnetic domain relaxation frequency and lowpower
losses in Zn2+ substitutedmanganese ferrites potential for high-frequency applications J.Magn.Magn.Mater. 420 129–42

[26] SanthoshKumarMV, ShankarmurthyG J,Melagiriyappa E, RaoA andNagaraja KK 2020Cation distribution andmagnetic
properties of Gd+3-substitutedNi–ZnNano-ferrites J. Supercond. Nov.Magn. 33 2821–7

[27] GoldmanA 2006Modern Ferrite Technology 2nd (Pittsburgh, PA,U.S.A.: Springer)
[28] RamaKrishnaK,Vijaya KumarK andRavinderD 2012 Structural and electrical conductivity studies in nickel–zinc ferriteAdv.Mater.

Phys. Chem. 2 185–91
[29] IshaqueM,KhanMA,Ali I, AthairM, KhanHM,Asif IqbalM, IslamMUandWarsiMF 2016 Synthesis of nickel–zinc-yttrium

ferrites: structural elucidation and dielectric behavior evaluationMater. Sci. Semicond. Process. 41 508–12
[30] LazarevićZŽ, JovalekićČ,MilutinovićA, SekulićD, Ivanovski VN, RečnikA, CekićB andRomčevićNŽ 2013Nanodimensional

spinel NiFe2O4 andZnFe 2O4 ferrites prepared by softmechanochemical synthesis J. Appl. Phys. 113 187221
[31] VeenaGopalan E, Al-Omari I A,Malini KA, Joy PA, Sakthi KumarD, Yoshida Y andAnantharamanMR2009 Impact of zinc

substitution on the structural andmagnetic properties of chemically derived nanosizedmanganese zincmixed ferrites J.Magn.Magn.
Mater. 321 1092–9

[32] SinghN, Agarwal A and Sanghi S 2011Dielectric relaxation, conductivity behavior andmagnetic properties ofMg substituted Zn–Li
ferritesCurr. Appl Phys. 11 783–9

[33] KumarMVS, ShankarmurthyG J,Melagiriyappa E,Nagaraja KK, JayannaH S andTelenkovMP2018 Structural and complex
impedance properties of Zn2+ substituted nickel ferrite prepared via low-temperature citrate gel auto-combustionmethod J.Mater.
Sci.,Mater. Electron. 29 12795–803

[34] Ridha SMA2015X-ray studies and electrical properties of the zinc-substituted copper nanoferrite synthesized by sol-gelmethod Int. J.
Compos.Mater. 5 195–201

[35] LakshmiC S, Sridhar C S LN,Govindraj G, Bangarraju S and PotukuchiDM2016 Experimental characterization of nanocrystalline
niobium-doped nickel–zinc ferrites: occurrence of superparamagnetism J.Mater. Sci. 51 8382–99

[36] Sileo E E, Rotelo R and Jacobo S E 2002Nickel zinc ferrites prepared by the citrate precursormethod Phys. BCondens.Matter. 320
257–60

[37] RahimiM,Kameli P, RanjbarM,HajihashemiH and SalamatiH 2013The effect of zinc doping on the structural andmagnetic
properties ofNi1 - xZnxFe2O4 J.Mater. Sci. 48 2969–76

[38] SanidaA, Stavropoulos SG, Speliotis T and PsarrasGC 2019 Investigating the effect of zn ferrite nanoparticles on the
thermomechanical, dielectric andmagnetic properties of polymer nanocompositesMaterials 12 3015 (1–12)

[39] AliMA,UddinMM,KhanMNI, Chowdhury F-U-Z andHaque SM2016 Structural,Morphological And Electrical Properties Of Sn-
SubstitutedNi-Zn Ferrites Synthesized ByDouble Sintering Technique 424 148–54

[40] SrivastavaCM1983Transport propertyBull.Mater. Sci. 5 247–56
[41] Verwey E J, Haayman PWandRomeijn FC 1947 Physical properties and cation arrangement of oxides with spinel structures: II.

Electronic conductivity J. Chem. Phys. 15 181–7
[42] HashimM et al 2013 Synthesis and characterizations ofNi2+ substituted cobalt ferrite nanoparticlesMater. Chem. Phys. 139 364–74
[43] Irvine J T S,Huanosta A, Valenzuela R andWest AR 1990 Electrical properties of polycrystalline nickel zinc ferrites J. Am. Ceram. Soc.

73 729–32
[44] SanthoshKumarMV, ShankarmurthyG J,Melagiriyappa E,Nagaraja KK, JayannaHS andTelenkovMP2019 Induced effects of

Zn+2 on the transport and complex impedance properties of Gadolinium substituted nickel-zinc nano ferrites J.Magn.Magn.Mater.
478 12–9

[45] AjmalM andMaqsoodA 2007 Influence of zinc substitution on structural and electrical properties of Ni1-xZnxFe2O4 ferritesMater.
Sci. Eng. B Solid-StateMater. Adv. Technol. 139 164–70

[46] GhazanfarU, Siddiqi S A andAbbas G 2005 Study of room temperature dc resistivity in comparisonwith activation energy and drift
mobility ofNiZn ferritesMater. Sci. Eng. B Solid-StateMater. Adv. Technol. 118 132 –4

[47] Dias A andMoreira R L 1999Chemical,mechanical and dielectric properties after sintering of hydrothermal nickel–zinc ferritesMater.
Lett. 39 69–76

[48] VijayaKumarK andRavinderD 2002 Electrical conductivity ofNi–Zn–Gd ferritesMater. Lett. 52 166–8
[49] Asif IqbalM,Misbah-Ul-Islam, Ali I,MustafaG andAli I 2013 Study of electrical transport properties of Eu+3 substitutedMnZn-

ferrites synthesized by co-precipitation techniqueCeram. Int. 39 1539–45

11

Phys. Scr. 97 (2022) 015807 SKMV et al

https://doi.org/10.1007/s10948-017-4425-6
https://doi.org/10.1007/s10948-017-4425-6
https://doi.org/10.1007/s10948-017-4425-6
https://doi.org/10.1007/s10948-017-4425-6
https://doi.org/10.1016/j.ceramint.2015.11.097
https://doi.org/10.1016/j.ceramint.2015.11.097
https://doi.org/10.1016/j.ceramint.2015.11.097
https://doi.org/10.1016/j.jnoncrysol.2008.06.109
https://doi.org/10.1016/j.jnoncrysol.2008.06.109
https://doi.org/10.1016/j.jnoncrysol.2008.06.109
https://doi.org/10.1016/j.physb.2009.05.012
https://doi.org/10.1016/j.physb.2009.05.012
https://doi.org/10.1016/j.physb.2009.05.012
https://doi.org/10.1016/j.ceramint.2016.03.043
https://doi.org/10.1016/j.ceramint.2016.03.043
https://doi.org/10.1016/j.ceramint.2016.03.043
https://doi.org/10.1016/j.jallcom.2021.161190
https://doi.org/10.1016/j.jallcom.2012.09.021
https://doi.org/10.1016/j.jallcom.2012.09.021
https://doi.org/10.1016/j.jallcom.2012.09.021
https://doi.org/10.1016/j.jmmm.2010.06.021
https://doi.org/10.1016/j.jmmm.2010.06.021
https://doi.org/10.1016/j.jmmm.2010.06.021
https://doi.org/10.1088/1742-6596/439/1/012015
https://doi.org/10.1088/1742-6596/439/1/012015
https://doi.org/10.1088/1742-6596/439/1/012015
https://doi.org/10.1016/j.rinp.2017.07.066
https://doi.org/10.1016/j.rinp.2017.07.066
https://doi.org/10.1016/j.rinp.2017.07.066
https://doi.org/10.3390/nano9081079
https://doi.org/10.3390/nano9081079
https://doi.org/10.3390/nano9081079
https://doi.org/10.1016/j.jmmm.2016.07.011
https://doi.org/10.1016/j.jmmm.2016.07.011
https://doi.org/10.1016/j.jmmm.2016.07.011
https://doi.org/10.1007/s10948-020-05502-5
https://doi.org/10.1007/s10948-020-05502-5
https://doi.org/10.1007/s10948-020-05502-5
https://doi.org/10.4236/ampc.2012.23028
https://doi.org/10.4236/ampc.2012.23028
https://doi.org/10.4236/ampc.2012.23028
https://doi.org/10.1016/j.mssp.2015.10.028
https://doi.org/10.1016/j.mssp.2015.10.028
https://doi.org/10.1016/j.mssp.2015.10.028
https://doi.org/10.1063/1.4801962
https://doi.org/10.1016/j.jmmm.2008.10.031
https://doi.org/10.1016/j.jmmm.2008.10.031
https://doi.org/10.1016/j.jmmm.2008.10.031
https://doi.org/10.1016/j.cap.2010.11.073
https://doi.org/10.1016/j.cap.2010.11.073
https://doi.org/10.1016/j.cap.2010.11.073
https://doi.org/10.1007/s10854-018-9398-0
https://doi.org/10.1007/s10854-018-9398-0
https://doi.org/10.1007/s10854-018-9398-0
https://doi.org/10.1007/s10853-016-0088-0
https://doi.org/10.1007/s10853-016-0088-0
https://doi.org/10.1007/s10853-016-0088-0
https://doi.org/10.1016/S0921-4526(02)00705-6
https://doi.org/10.1016/S0921-4526(02)00705-6
https://doi.org/10.1016/S0921-4526(02)00705-6
https://doi.org/10.1016/S0921-4526(02)00705-6
https://doi.org/10.1007/s10853-012-7074-y
https://doi.org/10.1007/s10853-012-7074-y
https://doi.org/10.1007/s10853-012-7074-y
https://doi.org/10.3390/ma12183015
https://doi.org/10.3390/ma12183015
https://doi.org/10.3390/ma12183015
https://doi.org/https://doi.org/10.1016/j.jmmm.2016.10.027
https://doi.org/https://doi.org/10.1016/j.jmmm.2016.10.027
https://doi.org/https://doi.org/10.1016/j.jmmm.2016.10.027
https://doi.org/10.1007/BF02744039
https://doi.org/10.1007/BF02744039
https://doi.org/10.1007/BF02744039
https://doi.org/10.1063/1.1746466
https://doi.org/10.1063/1.1746466
https://doi.org/10.1063/1.1746466
https://doi.org/10.1016/j.matchemphys.2012.09.019
https://doi.org/10.1016/j.matchemphys.2012.09.019
https://doi.org/10.1016/j.matchemphys.2012.09.019
https://doi.org/10.1111/j.1151-2916.1990.tb06580.x
https://doi.org/10.1111/j.1151-2916.1990.tb06580.x
https://doi.org/10.1111/j.1151-2916.1990.tb06580.x
https://doi.org/10.1016/j.jmmm.2019.01.058
https://doi.org/10.1016/j.jmmm.2019.01.058
https://doi.org/10.1016/j.jmmm.2019.01.058
https://doi.org/10.1016/j.mseb.2007.02.004
https://doi.org/10.1016/j.mseb.2007.02.004
https://doi.org/10.1016/j.mseb.2007.02.004
https://doi.org/10.1016/j.mseb.2004.12.086
https://doi.org/10.1016/S0167-577X(98)00219-5
https://doi.org/10.1016/S0167-577X(98)00219-5
https://doi.org/10.1016/S0167-577X(98)00219-5
https://doi.org/10.1016/S0167-577X(01)00385-8
https://doi.org/10.1016/S0167-577X(01)00385-8
https://doi.org/10.1016/S0167-577X(01)00385-8
https://doi.org/10.1016/j.ceramint.2012.07.104
https://doi.org/10.1016/j.ceramint.2012.07.104
https://doi.org/10.1016/j.ceramint.2012.07.104


[50] AliuzzamanM,ManjurulHaqueM, Jannatul FerdousM,ManjuraHoque S andAbdulHakimM2014 Effect of sintering time on the
structural,magnetic and electrical transport properties ofMg0.35Cu0.20Zn0.45Fe1.94O4 ferritesWorld J. Condens.Matter Phys. 4
13–23

[51] HarzaliH, Saida F,Marzouki A,Megriche A, Baillon F, Espitalier F andMgaidi A 2016 Journal ofmagnetism andmagneticmaterials
structural andmagnetic properties of nano-sizedNiCuZn ferrites synthesized by co-precipitationmethodwith ultrasound irradiation
J.Magn.Magn.Mater. 419 50–6

[52] AbdellatifMH, El-KomyGMandAzabAA 2017Magnetic characterization of rare earth doped spinel ferrite J.Magn.Magn.Mater.
442 445–52

[53] Sadiq I, Khan I, Aen F, IslamMandRanaM2012 Influence of rare earthCe 3 þ on structural, electrical andmagnetic properties of Sr 2 þ
basedW-type hexagonal ferrites Phys. B Phys. Condens.Matter. 407 1256–61

[54] Sridhar C S LN, Lakshmi C S,Govindraj G, Bangarraju S, Satyanarayana L and PotukuchiDM2016 Structural,morphological,
magnetic and dielectric characterization of nano-phased antimony dopedmanganese zinc ferrites J. Phys. Chem. Solids 92 70–84

[55] Naik P P, Tangsali R B,Meena S S, Bhatt P, Sonaye B and Sugur S 2014Gamma radiation roused lattice contraction effects investigated
byMössbauer spectroscopy in nanoparticleMn-Zn ferriteRadiat. Phys. Chem. 102 147–52

12

Phys. Scr. 97 (2022) 015807 SKMV et al

https://doi.org/10.4236/wjcmp.2014.41003
https://doi.org/10.4236/wjcmp.2014.41003
https://doi.org/10.4236/wjcmp.2014.41003
https://doi.org/10.4236/wjcmp.2014.41003
https://doi.org/10.1016/j.jmmm.2016.05.084
https://doi.org/10.1016/j.jmmm.2016.05.084
https://doi.org/10.1016/j.jmmm.2016.05.084
https://doi.org/10.1016/j.jmmm.2017.07.020
https://doi.org/10.1016/j.jmmm.2017.07.020
https://doi.org/10.1016/j.jmmm.2017.07.020
https://doi.org/10.1016/j.physb.2012.01.115
https://doi.org/10.1016/j.physb.2012.01.115
https://doi.org/10.1016/j.physb.2012.01.115
https://doi.org/10.1016/j.jpcs.2016.01.006
https://doi.org/10.1016/j.jpcs.2016.01.006
https://doi.org/10.1016/j.jpcs.2016.01.006
https://doi.org/10.1016/j.radphyschem.2014.04.038
https://doi.org/10.1016/j.radphyschem.2014.04.038
https://doi.org/10.1016/j.radphyschem.2014.04.038


Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=twrm20

Waves in Random and Complex Media

ISSN: (Print) (Online) Journal homepage: https://www.tandfonline.com/loi/twrm20

Effect of thermal radiation on heat transfer in
plane wall jet flow of Casson nanofluid with
suction subject to a slip boundary condition

Hassan A. H. Alzahrani, Abdulmohsen Alsaiari, J. K. Madhukesh, R. Naveen
Kumar & B. M. Prasanna

To cite this article: Hassan A. H. Alzahrani, Abdulmohsen Alsaiari, J. K. Madhukesh, R. Naveen
Kumar & B. M. Prasanna (2022): Effect of thermal radiation on heat transfer in plane wall jet flow of
Casson nanofluid with suction subject to a slip boundary condition, Waves in Random and Complex
Media, DOI: 10.1080/17455030.2022.2030502

To link to this article:  https://doi.org/10.1080/17455030.2022.2030502

Published online: 08 Feb 2022.

Submit your article to this journal 

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=twrm20
https://www.tandfonline.com/loi/twrm20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/17455030.2022.2030502
https://doi.org/10.1080/17455030.2022.2030502
https://www.tandfonline.com/action/authorSubmission?journalCode=twrm20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=twrm20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/17455030.2022.2030502
https://www.tandfonline.com/doi/mlt/10.1080/17455030.2022.2030502
http://crossmark.crossref.org/dialog/?doi=10.1080/17455030.2022.2030502&domain=pdf&date_stamp=2022-02-08
http://crossmark.crossref.org/dialog/?doi=10.1080/17455030.2022.2030502&domain=pdf&date_stamp=2022-02-08


WAVES IN RANDOM AND COMPLEX MEDIA
https://doi.org/10.1080/17455030.2022.2030502

Effect of thermal radiation on heat transfer in plane wall jet
flow of Casson nanofluid with suction subject to a slip
boundary condition

Hassan A. H. Alzahrani a, Abdulmohsen Alsaiarib,c, J. K. Madhukesh d,
R. Naveen Kumar d and B. M. Prasanna e

aDepartment of Chemistry, College of Science and Arts at Khulis, University of Jeddah, Jeddah, Saudi Arabia;
bCentre of Excellence in Desalination Technology, King Abdulaziz University, Jeddah, Saudi Arabia;
cMechanical Engineering Dept., King Abdulaziz University, Jeddah, Saudi Arabia; dDepartment of Studies and
Research in Mathematics, Davangere University, Karnataka, India; eDepartment of Chemistry, Bapuji Institute
of Engineering and Technology, Davanagere, India

ABSTRACT
AGlauert type laminarwall jet issuing into a stationary liquidmedium
lying above a wall has technical uses in wall cooling and flow con-
trol. It plays a vital role in industrial applications like cooling/heating
by impingement of jet, turbine blades, film cooling, mass and heat
transfer phenomena. In this regard, a steady incompressible two-
dimensional laminar Glauert kind wall jet is scrutinized in this study
by considering nanoparticles suspension in the base liquid sodium
alginate (NaA lg) with suction and wall slip boundary conditions.
Further, a comparative study is done by considering aluminum
alloy(AA7075) and single-walled carbon nanotube (SWCNT) as
nanoparticles. The reducedordinarydifferential equations (ODEs) are
numerically solved by applying Runge–Kutta–Fehlberg fourth fifth-
order (RKF-45) technique along with the shooting method. Results
reveal that NaA lg−SWCNT Casson nanofluid shows enhanced heat
transfer than NaA lg−AA7075 Casson nanoliquid for increased val-
ues of radiationparameter. The rising values of theCassonparameter
deteriorate the heat transfer rate of both nanoliquids but an inverse
trend is seen for improved values of radiation parameter.
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Nomenclature

l(x) Variable slip factor
Tw Temperature of the plate (K)

Cw Concentration at the plate
β Casson fluid parameter
Nu Nusselt number
Sh Sherwood number
ρCp Heat capacitance
Ur Reference velocity(ms−1)
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Sc Schmidt number
L Slip parameter
ρ Density (kgm−3)

μ Dynamic viscosity (kgm−1s−1)

φ Solid volume fraction
qr Radiative heat flux
f∞ Far-field velocity
k Thermal conductivity (Wm−1K−1)

χ(η) Concentration profile
u, v Axial velocity (ms−1)

k∗ Mean absorption coefficient
C∞ Far filed Concentration
x, y Cartesian coordinates (m)

Rd Radiation parameter
Pr Prandtl number
Df Diffusion coefficient (m2s−1)

σ ∗ Stephan–Boltzmann constant
g′(η) Velocity profile
Cp Specific heat capacity (Jkg−1K−1)

Cf Skin friction coefficient
T∞ Far filed temperature (K)

S Wall suction parameter
U, V Dimensionless variables
η Similarity variable
θ(η) Thermal profile
Re Local Reynolds number

Subscripts

nf nanofluid
CNT Carbon nanotube
s Solid particle
f Fluid

1. Introduction

Researchers have been focusingmore on improving heat transfer efficiency in recent years
as a result of serious energy and environmental issues. In the literature, numerical solutions
to equations reduced from governing equations have received a lot of attention. Know-
ing that numerical solutions are typically the more favored and convenient option in the
engineering field since they take less time to compute and are more accurate. Here, we
have numerically analyzed the wall jet flow of nanofluid. The boundary layer approxima-
tions are a popular method for simplifying laminar wall jet issues. Many researchers were
attracted to laminar jets because of their several potential and practical applications, such
as sluice gate flows, cooling jets over turbomachinery components, and freezing systems
for laptop central processing units. The associated similarity/non-similarity solutions were
discovered to be sufficient for predicting their behavior. Glauert [1] initially discussed the



WAVES IN RANDOM AND COMPLEX MEDIA 3

issue of a stationary impermeable wall jet in 1956. In this study, he discovered that, the
second similarity restriction concerning a quantity, namely the external momentum flux
which can be scarcely construed as a physical perception. Recently, several researchers
discussed both numerical and analytical solutions for wall jet problems Jafarimoghaddam
[2–4] conferred the heat and mass transport characteristics of wall jet flows of different
nanoliquidswith several influencing factors. Aly and Pop [5] elaborated on thewall jet issue
for hybrid nanofluid flows. Alhadhrami et al. [6] numerically quizzed the particle deposition
influence on Glauert wall jet slipstream of nanoliquid

The transport characteristics of nanoliquids are influenced by the thermophysical of
the nanoparticles and base fluid. The accumulation of nanoparticles to the carrier fluid
increases the effective thermal conductivity of the nanofluid, thereby improving heat trans-
port performance. Here, we considered the suspension of different nanoparticles such as
aluminum alloy (AA7075) and single-walled carbon nanotubes (SWCNTs) in Sodium Algi-
nate (NaA lg) as base fluid. The nanoparticle AA7075 is a mixture of Zinc, Magnesium,
Copper, and Aluminum, in the proportion of, ∼6 ∼3, ∼1, and ∼90 respectively with
added metals Silicon ferrous and Magnesium. In the present study, we used SWCNT as a
nanoparticle. A CNT with a single layer of graphene is called an SWCNT. SWNTs exhibit
specific electronic properties and can be either semiconducting or metallic depending on
their geometry. Furthermore, the base liquid Sodium alginate (SA) is a safe, very viscous
and water-soluble natural Casson liquid isolated from brown algae. Because of these quali-
ties, SA is extensively employed in a wide range of industries, including food processing,
medicines, cosmetics and textiles. Edward C. Stanford, a British chemist, was the first to
develop sodium alginate in 1881. SA flow has since been the subject of several publica-
tions. Hatami and Ganji [7] conferred the flow analysis for SA-TiO2 nanoliquid among dual
coaxial cylinders. Sheikholeslami et al. [8] quizzed the nanoliquid spraying on a spinning
disk. Hatami [9] explored the migration of nanoparticles around the intense cylinder. Tang
et al. [10] swotted the convective heat transport in a nanoliquid-filled cavity with dual sinu-
soidalwavywalls. Hatami et al. [11–13]mathematically examined theheat transfer behavior
of different nanoliquids past different surfaces. Prasannakumara [14,15] numerically exam-
ined the heat and mass transfer behavior of different nanoliquids past a stretching sheet.
Several researchers have recently quizzed the heat and mass transport behavior of various
nanoliquids passing through a varied surface [16–25].

Due to their outstanding properties in the field of industrial and technical sciences,
the researcher has fully-fledged interests in non-Newtonian liquids. The basic equations
of Navier-Stokes are unable to characterize the properties of the stream field of non-
Newtonian liquids at this time because of the difficulty in the mathematical formulation of
the flow issue. The Jeffrey, Burger, Eyring-Powell, Carreau, Oldroyd-A, Oldroyd-B, Maxwell,
and Casson models are examples of non-Newtonian fluid models [26–30]. The Casson
model is the utmost important model for blood characteristics and suspensions in our
everyday life among these models. Motivated by these features, many researchers scruti-
nized the stream of Casson fluid with nanoparticles suspension. Recently, Alotaibi et al. [31]
quizzed the MHD stream of Casson nanoliquid on a stretching surface. Jamshed et al. [32]
exemplified the Casson nanofluid streamon a surface. Kumar et al. [33] analyzed the perfor-
mance of a magnetic field on a chemically reacting Casson nanoliquid stream on a coiled
stretchable sheet. The Casson nanoliquid flow across a stretchable surface was developed
by Hussain et al. [34]. Kumar et al. [35] quizzed Casson liquid flow using dual nanoparticles
suspended on a disk.
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Researchers have discussed the thermal radiation effect on fluid streams due to its appli-
cations in engineering areas such as space vehicles, aircraft, satellites, various propulsion
devices formissiles, nuclear powerplants, turbidwater bodies, photochemical reactors, and
gas turbines. Recently, Hamid et al. [36] conferred the Cross-nanoliquid stream towards a
radially shrinking disk with radiation. Reddy et al. [37] typified the radiative flow of a nano-
liquid on a sheet with a melting effect. Akbar et al. [38] quizzed the radiation effect on
the peristaltic flow of nanoliquid. Li et al. [39] quizzed the radiative Falkner–Skan stream
ofMaxwell nanoliquid past a poignant/static wedge. Yusuf et al. [40] elaborated the impact
of bioconvection on the radiative flow of Williamson nanoliquid. Many researchers have
been interested in studying suction and slip effects on various liquid streams in recent
years. Suction and slip conditions are significant in a variety of technological and engineer-
ing applications. In the non-Newtonian liquid’s flow, the slip effect can’t be unheeded. The
boundary slip is used in the prosthetic heart valve polishing, the polymers melting and the
creation of interior cavities. Recently, Khan et al. [41] conferred the radiative stream with
suction and slip effects. The radiative heat transference in Bodewadt slipstream on a disk
due to suction was studied by Mustafa et al. [42]. Yashkun et al. [43] quizzed the slip flow
of nanoliquid on a sheet with a suction effect. Zhao [44] elaborated the slip effect on the
magnetized flow of a hybrid nanoliquid past a stretching surface. Yusuf et al. [45] educed
the slip flow of micropolar liquid on an inclined surface.

Inspiredby theall above insights,wedevelopedamodel for thewall jet flowofnanofluid.
From the literature part of the view, the problem is not yet studied by considering suc-
tion, slip effects along with Casson fluid model. To fill this research gap, the existing
study employs the RKF-45 approach with the shooting strategy to investigate the signif-
icant factors impact on the concentration, thermal, and flow fields of Casson nanoliquid
inside the boundary. Furthermore, we have done a comparative study on NaA lg−SWCNT
and NaA lg−AA7075 nanoliquids. Although there are several publications on the ther-
mal examination of different nanoparticles in the literature. Though, the wall jet flow of
NaA lg−SWCNT and NaA lg−AA7075 nanoliquids in the existence of these phenomenon’s
are not offered in the dynamic literature. This study is the first to investigate the thermal
properties of such a liquid model. Also, a good discussion is made with the help of graphs.

2. Mathematical description of the problem

Consider a laminar jet flow of Cassin nanoliquid introduced through a slit into a stagnant
mediumdistributed across a plate.AA7075 and SWCNT are considered as nanoparticles sus-
pended in the base liquidNaA lg. Further, theGlauert kindwall jet is scrutinized in this study
by employing suction and slip boundary conditions. FromNavier’s slip law (see [46]), no-slip
along the x-axis should be replaced by (see [47]) u = l(x)uy due to wall roughness. Let, the
variable slip factor is denoted by l(x), by scaling analysis l(x) value depends on the spatial
coordinate x. Furthermore, a variable suction at the wall in the y-direction is assumed to
control the jet-induced stream in the form v = −Vw(x), Vw(x) > 0 (see Figure 1).

Basedon the above stated assumptions the fluid flowgoverning equations are as follows
(see Alhadhrami et al. [6], Jafarimoghaddam [3,4] and Turkyilmazoglu [46]):

∂u

∂x
+ ∂v

∂y
= 0, (1)
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Figure 1. Flow geometry.

v
∂u

∂y
+ u

∂u

∂x
=

(
1 + 1

β

)
μnf

ρnf

∂2u

∂y2
, (2)

u
∂T

∂x
+ v

∂T

∂y
= knf

(ρCp)nf

∂2T

∂y2
− 1

(ρCp)nf

∂qr
∂y

, (3)

u
∂C

∂x
+ v

∂C

∂y
= Df

∂2C

∂y2
. (4)

Appropriate boundary conditions are as follows (see Turkyilmazoglu [46]):

u = l(x)

(
1 + 1

β

)
∂u

∂y
, v = −Vw(x), T = Tw , C = Cw at y = 0

u → 0, T → T∞, C → C∞ as y → ∞

⎫⎪⎬
⎪⎭ (5)

Where, accurate expressions for thermophysical properties of nanofluid aregivenby (see
[49], [50] and [51]):

ρnf = ρf

(
1 − φ + φ

ρs

ρf

)
, (ρCp)nf (ρCp)f

−1 =
(
1 − φ + φ

(ρCp)s
(ρCp)f

)
,

μnf = μf (1 − φ)−2.5,

knf kf
−1 = ks + 2kf − 2φ(kf − ks)

ks + 2kf + 2φ(kf − ks)
(For nanoparticles),

knf kf
−1 =

(1 − φ) + 2φ
(

kCNT
kCNT−kf

)
ln

(
kCNT+kf

2kf

)

(1 − φ) + 2φ
(

kf
kCNT−kf

)
ln

(
kCNT+kf

2kf

) (For Carbon nanotubes).

We canmake equations (1-4) and (5) dimensionless by introducing reference velocity Ur

(entrance velocity of the jet) and the following dimensionless variables are considered (see
Turkyilmazoglu [46]).

u = UrU, v = UrV , x = νf

Ur
X , y = νf

Ur
Y (6)
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With the help of Rosseland approximation for radiation, the term radiative heat flux qr is
stated as follows:

qr = −16T3∞σ ∗

3k∗
∂T

∂y
. (7)

With the help of (6) and (7) in the equations (1-5), we obtain dimensionless system as
follows:

∂U

∂X
+ ∂V

∂Y
= 0, (8)

U
∂U

∂X
+ V

∂U

∂Y
=

(
1 + 1

β

)
1

A1A2

∂2u

∂y2
, (9)

U
∂θ

∂X
+ V

∂θ

∂Y
=

[
knf
kf

+ 4
3
Rd

]
1

Pr A3

∂2θ

∂Y2
, (10)

U
∂χ

∂X
+ V

∂χ

∂Y
= 1

Sc

∂2χ

∂Y2
, (11)

and

U = l(x)

νf
Ur

(
1 + 1

β

)
∂U

∂Y
, V = −Vw(x)U−1

r , T = Tw , C = Cw at Y = 0,

U → 0, T → T∞, C → C∞ as Y → ∞.

⎫⎪⎬
⎪⎭ (12)

Along with f (η) = g′(η)f∞, where, f∞ = f (∞) is to be found out, considering the below
Glauert transformations.

V = − f∞
4
X− 3

4 (g(η) − 3ηg′(η)), U = f2∞√
X
g′(η), η = f∞

X
3
4

Y ,

T = T∞ + (Tw − T∞)θ(η), C = C∞ + (Cw − C∞)χ(η).

(13)

The reduced equations are as follows:(
1 + 1

β

)
g′′′

A1A2
+ 2(g′)2 + gg′′ = 0, (14)

[
knf
kf

+ 4
3
Rd

]
4θ ′′ + PrA3θ ′g = 0, (15)

4χ ′′ + Scχ ′g = 0. (16)

Reduced Boundary conditions are as follows:

g′(0) = L

(
1 + 1

β

)
g′′(0), g(0) = S, θ(0) = 1, χ(0) = 1,

g′(∞) → 0, θ(∞) → 0, χ(∞) → 0.

⎫⎪⎬
⎪⎭ (17)

Where,

Rd = 4T3∞σ ∗

k∗kf
, Sc = νf

Df
, Pr = μf Cpf

kf
, L = l0f∞Ur

νf
, l(X) = l0

X
−3
4

, S = 4vw
Urf∞

,

Vw = vw

X
3
4

, A1 = (1 − φ)2.5, A2 =
(
1 − φ + φ

ρs

ρf

)
, A3 =

(
1 − φ + φ

(ρCp)s
(ρCp)f

)
.
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3. Physical quantities of engineering interests

The resistance to flow, rate of heat, and mass transfer are calculated using important engi-
neering interests like local skin friction, Nusselt, and Sherwood numbers relations. They are
stated as follows (see [48]):

Cf ∝
(
1 + 1

β

)
g′′(0)

(1 − φ)2.5
, Nu ∝ −

[
knf
kf

+ 4
3
Rd

]
θ ′(0), Sh ∝ −χ ′(0). (18)

4. Numerical procedure

The RKF-45 method and shooting approach are used to numerically solve the reduced
equations (14-16) and the boundary constraints given in equation (17). Because the derived
equations are higher-order andhave twopoints. To solve this, wemust first convert arrange
these simplified equations and boundary conditions into first order.

Let us take, g = p1, g′ = p2, g′′ = p3, g′′′ = p13

p13 = − A1A2(
1 + 1

β

) (2(p2)2 + p1p3) (19)

θ = p4, θ ′ = p5, θ ′′ = p15

p15 = − PrA3p5p1[
knf
kf

+ 4
3Rd

]
4
, (20)

χ = p6,χ ′ = p7,χ ′′ = p17

χ ′′ = −Scp7p1
4

(21)

And,

p1(0) = S, p2(0) = L

(
1 + 1

β

)
p3(0), p4(0) = 1,

p5(0) = ε1, p6(0) = 1, p7(0) = ε7.

(22)

The converted initial value problem stated in equations (19-21) and (22) are solved
numerically with the help of the RKF-45 process and the unknown values in equation (22)
are determined with the assistance of the shooting process by choosing the step size 10−6

and 0.01 as step size. The numerical values are gathered with the aid of the bvp4c MAT-
LAB inbuilt function. The algorithm and flow chart (Figure 2) for the RKF-45 order and the
numerical scheme are shown below.

Runge -Kutta technique 4th order

yi+1 = yi + 25
216

a1 − 1
5
a5 + 2197

4104
a4 + 1408

2565
a3, (23)

Runge–Kutta technique 5th order

zi+1 = yi + 16
135

a1 + 2
55

a6 − 9
50

a5 + 28561
56430

a4 + 6656
12825

a3, (24)
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Figure 2. Flow chart for the numerical procedure.

and 6 steps sizes as follows

a1 = f (xi, yi)h, (25)

a2 = f

(
xi + 1

4
h, yi + 1

4
a1

)
h, (26)

a3 = f

(
xi + 3

8
h, yi + 3

32
a1 + 9

32
a2

)
h, (27)

a4 = f

(
xi + 12

13
h, yi + 1932

2147
a1 − 7200

2147
a2 + 7296

2147
a3

)
h, (28)

a5 = hf

(
xi + h, yi + 439

216
a1 − 845

4104
a4 − 8a2 + 3680

513
a3

)
, (29)

a6 = hf

(
xi + 1

2
h, yi − 8

27
a1 + 2a2 − 11

40
a5 − 3544

2565
a3 − 1859

4104
a4

)
. (30)

5. Results and discussion

The study relied on the similarity solution of the Glauert kind, which is further developed
here by including nanoliquid, wall slip and suction boundary constraints. The impact of
numerous non-dimensional characteristics on fluid flowprofiles is examined in depth using
appropriate graphs, as well as the skin friction coefficient, mass, and heat transfer rate.
Table 1 displays the thermophysical properties of nanoparticles and the base liquid. In
Table 2, we’ve also compared our findings to previous research.

Figures 3 and 4 exhibit the variation of Casson parameter (β) on both g′(η) and θ(η)

respectively. Increase in values of β declines the g′(η) but inclines θ(η). Here, for larger val-
ues of β the liquid behaves as a Newtonian fluid. Moreover, the cumulative values of the β
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Table 1. Material properties of carrier liquid and nanoparticles
(see [49], [50] and [51]).

Particle and Base fluid ρ [kgm−3] Cp [Jkg−1K−1] k [Wm−1K−1]

Sodium Alginate (SA) 989 4175 0.6376
SWCNT 2600 425 6600
AA7075 2810 960 173

Table 2. Comparison for velocity profile for some
reduced cases.

Shahmohamadi and Rashidi [52] Present study

η VIM-Pade Exact results RKF-45

0.5 0.0277 0.0277 0.027702
1 0.1091 0.1091 0.109103
1.5 0.2865 0.2865 0.286501
2 0.3149 0.3149 0.314902
2.5 0.2949 0.2949 0.294903
3 0.2428 0.2428 0.242801
3.5 0.1810 0.1810 0.181002
4 0.1256 0.1256 0.125604
4.5 0.0829 0.0830 0.083002
5 0.0530 0.0531 0.053101
5.5 0.0329 0.0333 0.033303
6 0.0198 0.0206 0.020605
6.5 0.0111 0.0126 0.012602
7 0.0049 0.0077 0.007701

Figure 3. Significance of β on g′(η).

decline the yield stress and suppress the velocity field. Here, the velocity ofNaA lg−AA7075
decreases faster when compared to NaA lg−SWCNT . Further, it is noticed from the figures
that, heat transfer in NaA lg−SWCNT is faster than NaA lg−AA7075 nanoliquid. Figure 5 is
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Figure 4. Significance of β on θ(η).

Figure 5. Significance of Rd on θ(η).

drawn to distinguish the behavior of both NaA lg−AA7075 and NaA lg−SWCNT nanoflu-
ids on θ(η) for increase in values of Rd. Inkling values of Rd inclines the θ(η). Radiation
is a thermal transferring phenomenon in which heat is transferred via fluid molecules. As
a result, with large Rd values, the liquid is heated more and more which results in aug-
mentation of θ(η). Further, heat transfer in NaA lg−SWCNT is faster than NaA lg−AA7075
for increase in values of Rd. Figure 6 enlightens the impact of L on g′(η). Upsurge in
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Figure 6. Significance of L on g′(η).

Figure 7. Significance of S on g′(η).

L decays the g′(η) near the surface and augments away from the wall. Because of the
stretched surface that may convey the liquid, as the L grows, the fluid velocity drops.
Because the stretched surface can only partly communicate to the fluid with the slip
constraint, as the L rises, the slip velocity increases, and then g′(η) decreases. Further,
velocity declines slower in NaA lg−SWCNT than NaA lg−AA7075 nanofluid for an increase
in values of L. Figure 7 exposes the encouragement of S on g′(η). Booming S values
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Figure 8. Significance of Sc on χ(η).

drops down the g′(η). The suction causes the fluid velocity in the boundary layer region
to drop, meaning that suction causes the g′(η) in the boundary layer area to decrease.
This motion reduces the shear stress on the wall. The boundary layer thins as the suc-
tion level rises. Further, velocity declines faster in NaA lg−SWCNT than NaA lg−AA7075
nanofluid for growth in values of S. Figure 8 discloses the impact of Sc on χ(η). The rise
in values of Sc decays the χ(η). In a liquid flow, the Sc is a non-dimensional number
that characterizes the linking between mass and momentum diffusivities. The growing Sc
value causes χ(η) to reduce due to increased momentum diffusivity. Further, mass trans-
fer declines faster in NaA lg−SWCNT than NaA lg−AA7075 nanofluid for an increase in
values of Sc.

Figure 9 describes the impact of φ on Re1/2Cf versus β of both NaA lg−SWCNT and
NaA lg−AA7075 nanoliquids. The improved φ improve the Re1/2Cf of both nanoliquids.
But the inverse trend is seen in Re1/2Cf for growing β values. This is due to improve-
ment in the φ will improves the boundary layer thickness which decreases the flow of
the liquid as a consequence surface drag force will decrease. Hence, a rise in the value
of the β and φ will reduce the Re1/2Cf . Further, skin friction coefficient inclines faster
in NaA lg−AA7075 than NaA lg−SWCNT nanofluid for an increase in values of both φ

and β . The encouragement of β on Re−1/2Nuf versus Rd for both nanoliquids is shown in
Figure 10. The improvement inβ deteriorates the Re−1/2Nuf of both liquids but the con-
flicting movement is seen for improved Rd values. Improvement in the β will decline the
rate of thermal distribution. As the values of Rd increase along with the β which removes
the additional heat from the system as the result Re−1/2Nuf declines. Moreover, the rate of
heat transfer declines faster in NaA lg−AA7075 nanoliquid. The change in ShRe−1/2 ver-
sus β and Sc is revealed in Figure 11. Here, Re−1/2Sh improves for booming Sc values.
But declines for rising β values. Physically Sc is the ratio between kinematic viscosity to
the diffusion coefficient. As the values of Sc enhances the rate of mass transfer declines.
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Figure 9. Significance of φ on skin friction along with varied β .

Figure 10. Significance of Rd on Nusselt number along with varied β .

Further, both nanoliquid shows approximately the same mass transfer rate for rising
values of β .

6. Conclusions

The key intention of this article is to discuss the steady incompressible laminar wall jet
flow of Glauert kind with suspended nanoparticles AA7075 and SWCNT in the base fluid
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Figure 11. Significance of Sc on Sherwood number along with varied β .

NaA lg with wall slip and suction boundary constraints. Also, the non-Newtonian Casson
fluid model is considered. Further, a comparative study is done by considering AA7075
and SWCNT nanoparticles. The numerical solutions are obtained by applying the RKF-45
technique with a shooting scheme. The considerable outcomes of this study are given
below:

• Increase in values of β declines the g′(η) but inclines θ(η).
• NaA lg−SWCNT Casson nanofluid shows enhanced heat transfer than NaA lg−

AA7075 Casson nanofluid for increased values of radiation parameter which transfer
more heat via fluid molecules.

• Upsurge in Ldrops down the g′(η)near the surface and augments away from thewall.
• The fluid velocity declines faster in NaA lg−SWCNT than NaA lg−AA7075 nanofluid

for an increase in values of S.
• NaA lg−SWCNT based Casson nanofluid show improved rate of heat transfer than

NaA lg−AA7075 based Casson nanoliquid for increased values of radiation parame-
ter.

• Themass transfer rate improves for improved Sc values. But declines for rising values
of β .

• NaA lg−SWCNT based Casson nanofluid show improved mass transfer rate than
NaA lg−AA7075 based Casson nanoliquid for increased values of Sc.

Future studies might focus on a number of various Newtonian and non-Newtonian
fluid models with various nanoparticle suspensions, varied slip conditions and convective
boundary conditions, non-uniform/uniform heat sink/source, and Stefan blowing. To cre-
ate appropriatemathematicalmodels and simulate a rangeof thermal boundary limitations
under various situations, as well as to create a mathematical model for various nanoliquid
flows.
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A B S T R A C T   

Adding flow-disturbing components to the absorber plate’s effective heat transfer zone is the most 
efficient Thermo-hydraulic performance enhancement approach for a solar air heater (SAH). 
Researchers are attempting to decide the best geometrical parameters for a SAH when the tur
bulent flow has fully established with fabricated roughness protrusions on the absorber surface 
plate in a cone-shaped contour. The Thermo-hydraulic performance of the proposed SAH design is 
taken into account throughout the optimization process. Air flow rate and geometrical variables 
such as the Reynolds number (Re = 3000 to 8000), relative rib pitch (p/e = 10 to 20), and 
relative rib gap (w/e = 4 to 8) are varied in a series of experiments to assess the SAH’s perfor
mance. Flow angle of attack (α = 90◦), relative roughness height (e/Dh = 0.08), and rectangular 
flow passage aspect ratio (W/H = 5) are maintained constant in all the trials for inline and 
staggered configurations. Series of tests are carried out to establish statistical correlations be
tween the average Nusselt number and the average friction factor. Thermo-hydraulic performance 
is affected by the Reynolds number (Re) as well as relative roughness gaps (w/e) and relative 
roughness pitch (p/e) of the conical protrusions. There was a 64.5% increase in Nusselt number 
and a 153.3% increase in friction factor at Re = 8000, p/e = 10 and w/e = 4. Cone-shaped 
roughness, as suggested, has a Thermo-hydraulic efficiency index of 0.8233, which ocuurs at 
p/e = 20 and w/e = 8 at Re = 3000.  

Nomenclature 

Ac Absorber plate area (m2) 
ao Orifice area (m2) 
a1 Pipe cross sectional area (m2) 
Cp Air specific heat (J/kgK) 
Cd Coefficient of discharge of orifice 
Dh Ducts hydraulic diameter (m) 
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e Roughness element height (m) 
e/Dh Relative roughness height 
f Friction factor 
fav Average friction factor 
fr Friction factor of roughened air duct 
fs Friction factor of smooth air duct 
g Acceleration due to gravity (m/s2) 
H Height of the air duct (m) 
h Convective heat transfer coefficient (W/m2K) 
hm Manometer reading (m) 
k Air thermal conductivity (W/mK) 
L Test length (m) 
m Mass flow rate of the air (kg/s) 
Nuav Average Nusselt number 
Nus Nusselt number of all smooth sided duct 
Pr Prandtl number 
p Rib pitch (m) 
p/e Relative roughness pitch 
q Heat transfer rate to air (W) 
Rav Average radial distance of the duct (m) 
Re Reynolds number 
tf Average air temperature (oC) 
ti Average inlet air temperature (oC) 
to Average outlet air temperature (oC) 
tp Average absorber surface temperature (oC) 
V Average air velocity inside the duct (m/s) 
W Width of the air duct (m) 
W/H Aspect ratio of the duct 
w Gap between roughness elements (m) 
w/e Relative roughness gap 
Δp Pressure drop across the test length (N/m2) 

Greek symbols 
α Angle of attack of flow (◦) 
ρ Air density (kg/m3) 
ρw Water density (kg/m3) 
μ Viscosity of air (Ns/m2)  

1. Introduction 

Humans are extracting radiant light, solar energy and heat energy from the sun through a variety of ever-evolving means since the 
dawn of civilization [1]. Insolation is perhaps the most extensively used source of energy and has the prominent potential of all 
non-conventional and renewable sources of energy [2]. Prior to 1970, a few countries invested heavily in research activities to better 
harvest solar energy, but much of this research was mainly theoretical and intellectual. Following the noticeable increase in oil cost in 
the 1970’s, several countries started to invest heavily in solar energy research and development. 

SAHs consist of a black absorber surface that absorbs sun radiation and delivers it to the air through conduction heat transfer. 
Agricultural crop drying applications include [3–6], wood seasoning applications include [7], and space or process heating applica
tions include [8,9]. It is also used as a energy source in a wide range of engineering industries, such as SAHs, to generate heat ranging 
from 30 ◦C to 70 ◦C temperatures [10,11]. Due to low heat transfer coefficient between the circulating air and the absorber surface, 
SAHs function poorly. This makes the surface temperature of the absorber plate to raise, resulting in substantial heat losses to the 
surrounding environment [12]. 

To promote heat flow from a surface, incorporating artificial protrusions on the absorber surface is a common way. Several re
searchers suggest SAHs as a way to collect more solar energy. The porous bed air heater [13], honeycomb overlapped glass plate air 
heater [14], pebble bed air heater [15], matrix solar air heater [16], and jet plate air heater [17] are the ones to look out for. These 
designs, on the other hand, obviously promote heat transmission while also increasing flow resistance. They don’t completely remove 
the power losses that come with pumping. Many researchers also attempted to create a SAH (artificially roughened absorber) that may 
improve heat transfer while reducing pumping losses. These investigations demonstrated that fabricating artificial protrusions to the 
absorber surface to improve thermal performance is an uncomplicated and worthwhile way [18,19]. The purpose of this research is to 
develop a novel method for improving heat transmission in artificially roughened absorber SAHs. The present study investigates how 
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incorporating artificial protrusions to the absorber plate in the shape of a cone might improve SAH performance. Heat flow and fluid 
flow friction tendencies in the SAH duct are influenced by percent Re, w/e, p/e, and the placement of roughness components. Even a 
little improvement in SAH performance decreases the price of pumping electricity as well as the potent area needed to acquire thermal 
energy from a given source. To analyse the efficiency of a SAH, a thermo-hydraulic performance, specifically the efficiency index (η), is 
used [20,21]. Many factors are included in the trials to assess the efficiency of such systems. 

The experimental test rig is built, and tests are performed on it, taking into account a number of parameters that impact system 
efficiency. Experimental discoveries by some of the pioneers in the field are contrasted to theoretical findings. To create turbulence in 
the air flow near the wall, artificial cone-shaped roughness contours are brazed on the absorber plate surface near the laminar sublayer. 
Some study materials are available to help you pick from a range of roughness components to reduce friction and increase heat transfer. 
The next section goes over some research that has been published. 

Momin et al. [22] accomplished studies to assess the influence of rib geometric parameters on the heat flow and fluid flow ca
pacities of SAH rectangular ducts fitted with absorber surface having V-shaped ribs at the bottom of plate. To increase heat 

Fig. 1. (a) Schematic view of experimental setup (b) Photograph of the experimental setup.  
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transmission rate, Prasad and Mullick [23] employed transverse rib protrusions underneath the absorber surface to increase the 
abrasion resistance. The authors of Gupta et al. [24] then provide a complete study of the inclined rib to determine the impact of flow 
attack angle, relative roughness height, and Reynolds number on heat transfer and pressure drop inside a rectangular air passage. 
Kumar et al. [25] experimented the impact of roughened dimple SAH on the three corners of smooth curves in an experimental and 
theoretical study. Roughness geometrical characteristics have a significant impact on heat exchange between the absorber plate and 
flowing air, according to further study. The small space between the ribs that are continuously inclined [26], V ribs [27–29], arc 
shaped ribs [30], multiple V-ribs [31], multiple arc ribs [32], or cubical roughness elements [33] significantly enhances heat transfer. 
The interval between the consecutive ribs enables the generated secondary flow and vortex to mix with the main flow. To increase 
thermo-hydraulic performance, a few studies recommended adding the distinct zigzag ribs after the gap. When compared to identical 
configurations without staggered ribs, the thermo-hydraulic performance of intermittent V rib [34,35], inclined discrete rib [36], 
intermittent arc rib [37], discrete multi V-rib [38], and transverse discrete rib [39] with staggered ribs was reported to be 24%, 9.51%, 
14.6%, 12%, and 10–15% higher. Because of the prominent intermingling of two vortices (flowing on both sides of the staggered rib 
roughness) with the mainstream flow, the results of all of these investigations [34–39] determined that staggered ribs positioned 
downstream of the broken rib pattern improve the Thermo-hydraulic performance of SAH. Some of the researchers have also used 
aluminium fin turbulators [40], perforated vortex generators [41], helical coiled inserts [42], winglet vortex generators [43], V-down 
shaped perforated baffles [44], Anchor shaped inserts [45], inclined ribs in circular tube [46], and inclined turbulators [47] on 
absorber plate and studied their influence on the Thermo-hydraulic performance of the SAH. For several SAH performance-enhancing 
approaches, the optimal Nusselt number and friction factor augmentation, along with their optimum roughness parameters, are 
examined. 

SAH thermal hydraulic efficiency is likely to be improved by using staggered and low-friction arc-shaped ribs downstream of 
broken ribs, as shown by research into the use of staggered ribs in other techniques of enhancing SAH thermal hydraulic efficiency. All 
roughness factors mentioned in this research are optimized to increase heat transfer and flow characteristics. The pressure loss and 
Nusselt number are quantified using empirical correlations for the optimized geometries. Consequently, an extensive experimental 
study is carried out to assess the influence of cone shaped protrusions on thermo-hydraulic performance. 

2. Experimental program and procedure 

Fig. 1a and Fig. 1b depicts the layout of the experimental setup and photograph respectively. Among the most important com
ponents of the arrangement is the duct, which is composed of 25 mm thick timber boards. The duct is having 2.6 m length, 0.15 m 
width, and 0.03 m height, with an aspect ratio of 5/1. It is made up of an 800 mm long smooth entry part, a 1200 mm long roughened 
test segment, and a 600 mm long exit section. There’s a mixing chamber consisting of baffles at the last part of the exit portion for 
homogeneous mixing of hot air. Except for the absorber plate side, the duct is insulated on the other three sides to guarantee that all 
heat flux is delivered to the duct and to reduce heat loss. A rectangular to circular transition piece connects the duct’s end to a circular 
pipe. In the air flow channel, there is also a flow metre and an air blower. Because thermally completely established flow will be 
produced in such a little length, i.e. two to three times the hydraulic diameter, a roughened duct is designed with a short entrance 
length to accommodate this. As per ASHRAE standard 93–77 [48], the least possible entrance and exit portion lengths are 338 mm and 
170 mm, respectively, for the turbulent flow regime. 

As an absorber plate, with 1200 mm × 150 mm dimension is manufactured using a 16 SWG, 1.626 mm thick aluminium sheet 
having roughness in the shaped of a cone on the absorber bottom surface. Conical protrusions are brazed underneath the absorber 

Fig. 2. Thermocouples position in the air duct (a) Top view (b) Profile view.  
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plate, which comes in direct contact with the duct’s air flow. A solar simulator is used with electric bulbs as a heater to produce a 
consistent heat flux to the absorber plate of up to 1500 W/m2. An AC dimmerstat is used to monitor the heater electricity power supply. 

2.1. Instrumentation 

An orifice metre is a device with a coefficient of discharge of 0.62 is utilized to find the air mass flow rate flowing through the duct. 
At the test section, a minimum pressure drop of 0.00436 mm can also be recorded by a inclined single column micro-manometer. 
Fig. 2a and b and Fig. 3 demonstrate how K-type Chromel-Aluminum thermocouples are used to detect absorber plate and flowing 
air temperatures at different places. These thermocouples are calibrated against standard mercury thermometer of 0.1 ◦C least count. 
These thermocouples can be used for the temperature range of − 180 to +1300 ◦C. Calibrated voltmeter and ammeter readings are also 
used to measure the amount of power provided to the heater. A blower which is driven by a single phase, 230 V, 600 W and 16,000 
rpm, AC motor with a capacity of 3.3 m3/min sucks air through the rectangular duct. The air flow rate via the duct is controlled by the 
control valve. The air flow rate in the rectangular duct is measured with a pitot tube-calibrated orifice metre. With water as the 
manometric fluid, a U-tube manometer detects the pressure decrease across the orifice metre. 

2.2. Experimental program and procedure 

To begin with, SAH duct is built and a roughened absorber plate with cone-shaped roughness is fitted. The heater provides the 
energy for heating until a quasi-steady condition is established. The blower is then turned on, confirming that there is no leakage in the 
flow channels, and the ducts flow rate is regulated via control valves. All readings are collected after the system has reached a quasi- 
steady state, as defined by the ASHRAE standard. To cover the complete range of Reynolds numbers from 3000 to 8000, it was chosen 
to perform testing for eleven different air mass flow rates. Pressure drop between the orifice meter and the test length, power supply to 
the heater, air temperature at intake and exit, the air temperatures and absorber plate temperatures are monitored throughout the 
experiment. 

2.3. Uncertainty analysis 

When doing experimental measurements, the approach given by Kline and McClintock [49] is used to quantify the uncertainty in 
the results. It is used to estimate the level of uncertainty in experimental findings based on the data collected. If T is the considered 
property that is dependent on other variables, the expression may be phrased as follows: 

T = k xa
1 xb

2 xc
3 xd

4 ⋯⋯⋯xm
n (1) 

The fundamental outcome of the uncertainty δT in T is: 

δT =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

∂T
∂x1

δx1

)2

+

(
∂T
∂x2

δx2

)2

+ …… +

(
∂T
∂xn

δxn

)2
√

(2) 

As indicated in Table 1, there are uncertainties in the values of the major parameters. 

2.4. Roughness geometries and their ranges 

Artificial roughness element generation is a time-consuming procedure that may not be financially feasible for large-scale 

Fig. 3. Thermocouples position on the absorber plate (top view of test length).  

Table 1 
Uncertainties in the calculated parameters.  

Sl. No. Parameters Uncertainty (%) 

1. Reynolds number (Re) 1.66 − 2.28 
2. Heat transfer coefficient (h) 3.43 − 4.58 
3. Nusselt number (Nu) 3.51 − 4.73 
4. Stanton number (St) 4.31 − 4.89 
5. Friction factor (f) 2.83 − 3.95     
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manufacture of SAHs for a variety of applications. The roughness of a cone form, as seen in Fig. 4a and b, is employed in this work to 
increase heat transmission while reducing frictional cost. 

The details of three dimensional roughness elements geometrical parameters and flow parameter of the investigation are as follows.  

i) Reynolds number (Re): 3000 ≤ Re ≤ 8000.  
ii) Relative roughness pitch (p/e): 10 ≤ p/e ≤ 15.  

iii) Relative roughness gap (w/e) : 4 ≤ w/e ≤ 8. 

The plates are examined on a total of eighteen. Each set consists of 11 trials with varying flow rates that span the Reynolds number 
range of 3000–8000 for each of the 11 runs. Flow parameters and three-dimensional roughness elements are included in Table 2 
together with their specifications and ranges. 

2.5. Data reduction 

For a calculated heat flux input and air flow rate, the quasi-steady state temperatures values of the absorber and air temperatures in 

Fig. 4. (a) Pictorial (b) Schematic view of cone shaped roughness on the absorber surface.  

Table 2 
Specifications and range of cone shaped roughness parameters and flow parameter.  

Plate No. w/e p/e Arrangement α e/Dh W/H Re 

1 4 10 Inline 90◦ (Fixed parameter) 0.06 (Fixed parameter) 5 (Fixed parameter) 3000 to 8000 (For each plate) 
2 6       
3 8       
4 4 15      
5 6       
6 8       
7 4 20      
8 6       
9 8       
10 4 10 Staggered     
11 6       
12 8       
13 4 15      
14 6       
15 8       
16 4 20      
17 6       
18 8        
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the duct are determined at different places across the duct. These data are utilized to compute the rate at which heat is transferred to 
the moving air through the duct. The Nusselt number and friction factor are also computed in order to determine the influence of 
roughness configuration and operational conditions on heat flow and friction characteristics. 

It is necessary to utilize the following formulae in order to determine air flow rate m, air velocity V, heat furnished to the air q, and 
convective heat transfer coefficient h. 

m = ρCdao

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2gH

1 −

(
ao

a1

)2

√
√
√
√
√ (3) 

Using a pitot tube with a coefficient of discharge Cd of 0.62, the orifice plate is calibrated. Where, H = hm(ρw/ρ) and hm is 
manometer reading. The air velocity inside the duct is computed as follows. 

V =
m

ρWB (4) 

The following equation is used to calculate the effective heat addition to the flowing air [50], 

q = m × Cp × (to − ti) (5) 

The heat transfer coefficient of air in the test length is calculated as [51,52], 

h =
q

[Ac × (tp − tf )]
(6) 

The average Nusselt number is derived using the heat transfer coefficient (h) and is defined in the relationship as [53], 

Nuav =
(h × Dh)

k
(7) 

The friction factor (fr) is calculated over the whole length of the test section (L) as [53], 

fr =
Dh × Δp

(2 × L × V2 × ρ) (8) 

The friction factor for an air duct (smooth inside surfaces) is determined using the most popular Blasius equation [54] as follows. 

fs =
0.079
Re0.25 (9) 

The average friction factor is computed using equation suggested by Refs. [20,55] and as per equation (1) topside rough wall and 
other three sides smooth walls. 

fav =

[( W
B

)

+ 2
]

fs +

[(
W
B

)]

fr

2
[( W

B

)

+ 1
] (10) 

Stanton number for duct (all inside surfaces are smooth) is computed using correlation [56], 

Sts =
0.023

Re0.2Pr0.6 (11) 

Average Stanton number is computed using average Nusselt number as shown below. 

Stav =
Nuav

Re Pr
(12) 

Efficiency index is calculated using formula as per investigations carried out by Refs. [20,21]. 

η =

(Stav

Sts

)

(fav

fs

) (13)  

3. Validity test 

In this study an approach is used determine the Nusselt number and the friction factor for a smooth inside surface duct and compare 
them to the values derived from correlations of the Nusselt number and the friction factor with the modified Dittus-Boelter equation for 
Nusselt number and friction factor with the modified Blasius equation. 
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Nus = 0.023 Re0.8 Pr0.4
(

2 Rav

Dh

)− 0.2

Where,
(

2 Rav

Dh

)

=

⎛

⎜
⎝

1.156 + H
W − 1

H
W

⎞

⎟
⎠ (14) 

Using velocity of air ‘V’, the Reynolds number is computed as below, 

Re =
ρ V Dh

μ Where, V =
m

ρ W H
(15) 

Using below shown modified Blasius equation, friction factor for a smooth duct is calculated. 

fs = 0.085 Re− 0.25 (16) 

Tests for validity are carried out on a traditional smooth absorber plate under identical overall duct geometry and flow conditions, 
with the results being compared to the heat transfer and friction factor values obtained from the equations applicable for smooth ducts 
in the literature as a basis for comparison. 

It is discovered that the friction factor and Nusselt number are much greater when these trial findings are compared to the numbers 
estimated using modified Blasius correlation and modified Dittus-Boelter correlation, respectively. Visual comparisons of the two 
techniques may be seen in Fig. 5a and Fig. 5b, respectively. Compared to the numbers predicted using modified Blasius equation, the 
absolute average percentage divergence of the current experimental friction factor data is ±2.43%, and the highest absolute per
centage divergence is ±4.59%, according to the data, with the highest absolute percentage divergence being ±4.59%. On the same 
lines, the absolute average percentage divergence of the current experimental Nusselt number data is ±3.64%, and the highest 
divergence is ±6.87%, compared to the values predicted using a modified Dittus-Boelter correlation. The minimum divergence is 
±3.64%, and the maximum divergence is ±6.87%. Because of the high degree of agreement between experimented and predicted 

Fig. 5. Comparison of predicted and experimental (a) fs values (b) Nus values.  
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Fig. 6. Effect of Re on (a) fs & fav (b) Nus & Nuav (c) η for various values of p/e & w/e.  
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values, it is possible to rely on the experimental data collected for investigatory purposes to be reliable in the vast majority of 
situations. 

4. Results and discussions 

Fig. 6a and Fig. 6b depict the influence of Re on fs & fav and Nus & Nuav for different values of p/e & w/e for a staggered arrangement 
of conical roughness elements on the absorber plate, respectively. Results show that when the Reynolds number rises, a minor drop in 
friction factor is found, which is associated with a significant increase in Nusselt. Higher values of Reynolds number, i.e. Re = 7909, 
result in the greatest increase in friction factor and Nusselt number for absorber plates with a variety of relative roughness pitch values. 
At lower Reynolds numbers, i.e., at Re = 3000, the least amount of enhancement happens in a same manner. 

Fig. 6a and b show the influence of relative roughness pitch (p/e) on friction factor and Nusselt number, respectively, for a stag
gered arrangement of conical roughness elements on an absorber plate with a range of relative roughness gap (w/e). The relative 
roughness pitch increases with the amount of roughened duct that has conical roughness components on the absorber surface, and this 
results in large reductions in friction factor and a modest drop in Nusselt number. In order to get the lowest enhancement of friction 
factor of about 91.3% and the lowest enhancement of Nusselt number of approximately 59.4% , the greatest value of relative roughness 
pitch (i.e. at p/e = 20) must be reached. 

Fig. 6a and b also depict the influence of the relative roughness gap (w/e) on the friction factor and Nusselt number, respectively, 
for a staggered arrangement of conical roughness elements on the absorber plate for a variety of Reynolds number values. In roughened 
ducts, an increase in the value of relative roughness gap results in significant reductions in the friction factor throughout a wide range 
of different flow Reynolds numbers. However, a rise in the values of the relative roughness gap does not result in significant changes in 
the values of the Nusselt number. For all values of the Reynolds number, the highest value of the relative roughness gap (i.e., w/e = 8) 
provides the lowest friction factor possible. Because of the fact that this plate has the highest relative roughness pitch and gap values, it 
exhibits the highest enhancement of Nusselt number (59.4%) for a relatively smaller enhancement of friction factor (91.3%) at 
Reynolds number 3000. The reason behind this is because, this plate has the highest relative roughness pitch and gap values. 

On the absorber plate, Fig. 6c illustrates the influence of Re on η for different values of p/e and w/e for a staggered arrangement of 
conical roughness elements with respect to the absorber plate’s surface roughness. The efficiency index drops as Reynolds number rises 
for all numbers of relative roughness pitch (i.e., p/e = 10, 15 and 20) regardless of the relative roughness pitch value. This is owing to 
the fact that, as the Reynolds number grows from 3000 to 7909, the ratio of enhancement of friction factor (fav/fs) predominates over 
the ratio of enhancement of Nusselt number (Nuav/Nus) as the Reynolds number increases. To improve the performance of an air heater 
duct, the Reynolds number should be increased since it generates turbulence, which increases friction. As predicted, roughened SAHs 
with a lower Reynolds number have better Thermo-hydraulic performance than their smooth counterparts. 

Refer to Fig. 6c to see how the relative roughness pitch affects the efficiency index for an inline arrangement of conical roughness 
elements on an absorber plate with a variety of relative roughness gap values when the roughness elements are conical in shape. When 
the relative roughness pitch rises, the efficiency index enhances for all relative roughness gap values (i.e., w/e = 4, 6, and 8), which is a 
notable trend. The reason for this is that as relative roughness pitch increases, the ratio of Nusselt number enhancement to friction 
factor enhancement (Nuav/Nus) predominates over the ratio of Nusselt number enhancement to friction factor enhancement (fav/fs) as 
the ratio of relative roughness pitch increases. Higher values of relative roughness pitch result in improved Thermo-hydraulic per
formance due to the lowest enhancement of friction factor for the relative maximum increase in Nusselt number, which is achieved by 
using higher values of relative roughness pitch. 

Fig. 6c also illustrates the impact of the relative roughness gap on the efficiency index for a staggered configuration of conical 
roughness protrusions on the absorber plate at different Reynolds numbers using a staggered arrangement of conical roughness ele
ments. It is notable that the efficiency index grows as the relative roughness gap increases for all Reynolds numbers, and this is true for 

Fig. 7. fav and Nuav versus Re for all data points of the plates with cone roughness.  
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all Reynolds numbers. As a result of the fact that a rise in relative roughness gap values results in a considerable reduction in friction in 
the duct by providing less turbulence, without causing a major change in Nusselt number, this is the case. To get greater Thermo- 
hydraulic performance, it is preferable to have a larger value of relative roughness gap (e.g., w/e = 8). 

4.1. Correlations for friction factor and Nusselt number 

Statistical correlations for average Nusselt number (Nuav) and average friction factor (fav) are developed by analysing experimental 
data gathered on a range of three-dimensional roughness geometries employed in the current inquiry. In order to create these cor
relations, Saini and Saini reference [57] a process provided by Saini and Saini citesaini2008development as follows: Reynolds number 
(Re), relative roughness pitch (p/e), and relative roughness gap (w/e) are all multiplied by a constant. It is common practise to utilize 
the correlations that have been created to anticipate the performance of an artificially roughened duct that has three-dimensional 
roughness geometries on the absorber surface. The following is an example of how such connections are stated. 

fav = f [Re, p / e,w / e] (17)  

Nuav = f [Re, p / e,w / e] (18) 

The experimental data for plates with cone-shaped roughness are utilized in conjunction with regression analysis to derive an 
equation for the average friction factor (fav) and the average Nusselt number (Nuav). The average friction factor (fav) and average 
Nusselt number (Nuav) are shown as a function of the Reynolds number (Re) in Fig. 7. 

A regression analysis performed to fit a straight line across the data points yielded the power law correlations shown in the 
accompanying table. 

fav = G1(Re)− 0.06 (19)  

Fig. 8. Plot of fav/(Re)− 0.06 and Nuav/(Re)0.749 versus (w/e).  

Fig. 9. Plot of fav/[(Re)− 0.06(w/e)− 0.07] and Nuav/[(Re)0.749(w/e)¡0.03] versus (p/e).  
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Nuav = H1(Re)0.749 (20) 

Each of these coefficients G1 and H1 are functions of the other factors that go into determining the value. Now, considering the 
relative roughness gap parameter (w/e), the value of G1 and H1 are plotted against (w/e) as shown in Fig. 8. Using regression analysis to 
fit a straight line between two points, the following expressions are generated. 

fav

/
(Re)− 0.06

= G2(w/e)− 0.07 (21)  

Nuav

/
(Re)0.749

= H2(w/e)− 0.03 (22) 

Further, the coefficients G2 and H2 are the functions of other parameter i.e. relative roughness pitch (p/e). Now values of G2 and H2 
are plotted against (p/e), as shown in Fig. 9. The regression analysis to best fit curves through these data points yields the following 
expressions of average friction factor (fav) and average Nusselt number (Nuav). 

fav = 0.119(Re)− 0.06
(w/e)− 0.07

(p/e)− 0.36 (23)  

Nuav = 0.065(Re)0.749
(w/e)− 0.03

(p/e)− 0.13 (24) 

These are the final correlations for average friction factor (fav) and average Nusselt number (Nuav) for roughened ducts having cone 
shape roughness on the absorber. 

The difference of the anticipated and experimental values of the average friction factor and the average Nusselt number is rep
resented in Fig. 10a and Fig. 10b, respectively. Predictions of average friction factor (fav) and average Nusselt number values (Nuav) for 

Fig. 10. Comparison of predicted and experimental values of (a) fav (b) Nuav.  
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cone shaped protrusions made using statistical correlations generated using the technique of regression analysis are within the error 
limitations of ±7.8% to ± 8.8%, respectively. As a result, it may be said that the correlations for the prediction of average friction 
factor (fav) and average Nusselt number (Nuv) for a roughened duct with cone shaped protrusions on the absorber plate surface are 
relatively adequate in terms of accuracy. 

5. Conclusions 

The findings of this investigation will be used to build an acceptable approach for choosing the most optimal designs of artificial 
cone shaped protrusions on the absorber surface, as well as to enhance the characteristics of heat flow by reducing the amount of 
pumping energy required.  

1. Increases in the Reynolds number are accompanied by decreases in the friction factor as well as Nusselt number. In comparison to 
the results recorded for smooth absorber plates, friction factor and Nusselt number values are much greater for rough absorber 
plates. As a result of roughness, the different properties of airflow are triggered, resulting in air flow deviations, re-attachments, and 
the formation of derived secondary flow.  

2. For cone shaped roughness corresponding to (p/e) value of 10 and (w/e) value of 4 at Reynolds number (Re) value of 8000, the 
maximum enhancement in Nusselt number is determined to be 64.5%.  

3. According to the results, the maximum enhancement in friction factor is determined to be 153.3% for cone shaped roughness with 
p/e = 10 and w/e = 4 at Re = 8000.  

4. Cone-shaped roughness has a maximum efficiency index of 0.8233 at Re = 3000 and p/e = 20 and w/e = 8. 
5. The results of the experimental work that was carried out indicate a high degree of consistency between theoretical and experi

mental results.  
6. A similar result is that the average friction factor (fav) and average Nusselt number (Nuav) values predicted for cone shaped 

roughness elements are within the error bounds of ±8.8% compared to the actual values. Accordingly, it can be decided that the 
correlations are reasonably agreeable for the prediction of average friction factor (fav) and average Nusselt number (Nuav) for the 
roughened duct with conical roughness protrusions on the absorber surface. 
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Abstract

Most abundant polysaccharides having numerous applications in biopolymers, biosci-

ence and other fields are chitin and chitosan. Hydrogels are their derivatives, widely

used in biomedical applications. Other applications include adsorbent of metals and

dyes from industrial wastes. Hydrogels based chitosan is used in drugs and proteins

in pharmaceutical fields. This work mainly focuses on the polysaccharides such as,

chitosan and its derivatives, whose chemical structure is modeled as a chemical graph

and the data regarding edge and vertex partitioning are studied. In this work, using

non-adjacent pairing of vertices approach, their polynomials are determined for vari-

ous topological coindices for the polysaccharides chitosan and their chemical deriva-

tives. These polynomials are termed CoM-polynomials, extension of M-polynomials

for non-adjacent vertices. Topological coindices are the real numbers, representing

the molecular structure of the chemical compound whose physicochemical character-

istics can be studied that relates Quantitative Structure Property Relationship/Quan-

titative Structure Activity Relationship (QSPR/QSAR) investigations. CoM-

polynomials are computed for the derivatives of chitosan such as alpha, beta and

gamma chitin. CoM-polynomials of 11 degree-based topological coindices are deter-

mined and are compared for the derivatives of chitosan.

K E YWORD S

chitosan derivatives, CoM-polynomial, topological coindex

1 | INTRODUCTION

The natural biopolymers that are found in the exoskeletons of insects, shell of crustaceans are very popularly known as chitin and chitosan. They

are artificial polymers which are non-toxic, biocompatible and biodegradable in nature. Annually, lakhs of tons of synthetic polymers are produced

globally. These polymers are stable and biodegradable necessitates compatibility with the ecosystem. Out of these polymers, chitin and chitosan

have attracted many scientists because of their wide applications in drug delivery, wound healing, gene therapy and tissue engineering as they

can be easily processed into various forms such as gels, scaffolds, membranes, nanofibers, and nanoparticles [1, 2]. Archivally, chitin an abundant

mucopolysaccharide available in nature was earlier named fungine by Braconnot in 1811 as it was first isolated from the cell walls of mushrooms.

In 1823, Odier renamed it as chitin. After three decades of renaming fungine as chitin, it was isolated from cellulose by Knorr in 1984. Rouget in

1859 first discovered chitosan as it was extensively studied because of its significant chemical, physical and biological properties and ample appli-

cations. Studies revealed that chitosan is mostly obtained from chitin deacetylation. The diverse applications include polymers belonging to poly-

esters that are obtained from bacteria, polymers from animals, proteins and polypeptides are a class of polysaccharides of which chitosan is one

of them. It is used in waste treatment, biomaterials as gels, cosmetics, food, textile, agriculture, and pharmaceutical industries [3]. Additionally,

chitosan finds its applications as it has healing, antifungal and antimicrobial properties. This has gained a lot of attention in the development of

hydrogels. Hydrogels have the capacity to absorb water or biological fluids as they are formed by hydrophilic polymers. Because of the absorption
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capacity, it is used extensively in the fields of pharmacy, biomedicine and environmental chemistry. The applications of chitin and chitosan are

several, be it in tissue engineering, drug and growth delivery, wound healing and many more. Chitin originated from the shrimps, cray fish, crabs,

lobsters and other insects as well as from squids which occur in the granular sheets or powder forms. Chitin originated from porifera or sponge

like structure are found their applications in biomedical and bio engineering science. Chitin also occurs in marine invertebrates except marine

sponges. Tissue engineering includes clinical treatment of organ replacement in which recuperates the damaged body tissues and organs. It also

fosters surgical reconstruction through cells thereby gaining successful survival rates over autografts. Combination of diverse polymers like chitin

and chitosan have remarkable applications in the biomedical field where it is applied in the surgical treatment of ligament, cartilage, tendon, neural,

bone and skin regeneration.

In chemical graph theory a topological descriptor is a real number that is obtained from the molecular structure of a chemical compound

[4–11]. It illustrates molecular features of the chemical compound and helps in the development of new drugs as they are data rich, and faster to

calculate to predict the properties of the compound through the molecular graph [12–15].

The chemical compounds are modeled as molecular graphs where the atoms are considered the vertices while their bonds as edges. G = (V,

E) represents a molecular graph where V (G) and E(G) are the vertex and edge set respectively. The usual notations such as a � V (G) is a vertex

and d(a) represents the degree of the vertex a which denotes the number of edges incident to the vertex a. Let G be the complement of the graph

G such that ab�G if ab =2 G [16].

Lot of research has taken place in degree based topological indices which consider adjacent vertex pairs. Overtime, studies have begun based

on non-adjacent pair of vertices resulting in degree based topological indices termed as coindices.

Berhe et al. [17] focused on the study related to C4C8(S) nanotubes, nanotorus and graphene sheets for which various coindices were com-

puted. Many researchers have worked on coindices, for more literature, readers might refer to [18–20].

Recently, Syed Ajaj et al. [21], studied the topological coindices through CoM polynomial which contributes to the non-adjacent pair of vertices. The

following are the First Zagreb M1 Gð Þ, Second Zagreb M2 Gð Þ, Second modified Zagreb mM2 Gð Þ, Redefined third Zagreb ReZG3 Gð Þ, Forgotten F Gð Þ,
Randic Rk Gð Þ, Inverse Randic RRk Gð Þ, Symmetric division SDD Gð Þ, Harmonic H Gð Þ, Inverse sum indeg I Gð Þ, and Augmented Zagreb A Gð Þ coindices.

2 | CoM-POLYNOMIAL

In this study, using non-adjacent pairing of vertices, its polynomials are determined for various topological coindices for the polysaccharide's chitosan

and their chemical derivatives. These polynomials are termed CoM-polynomials which are an extension of M-polynomials for non-adjacent vertices.

Degree-based topological indices contribute to the adjacency of vertex pairs. Studies have also extended for non-adjacency vertices whose topologi-

cal indices are referred to as coindices. As the non-adjacent vertices consume a lot of time for calculations, a new concept of coindices is introduced.

M-polynomials are associated with degree-based indices [22–31] whereas CoM-polynomials with that of non-adjacency vertices [32].

Definition 2.1. For a simple connected graph G, the CoM-polynomial is defined as,

CoM G;x,yð Þ¼M G;x,yð Þ¼
X
i≤ j

mij Gð Þxiyj

where mij, i, j≥1 represents the number of edges ab =2 E(G) such that {d(a), d(b)} = {i, j}. Here d(a), d(b) represent the degrees of the vertices a and

b in the graph G.

List of CoM-polynomials through which various topological coindices are derived tabulated in Table 1.

Applying the following notations in the paper,

ni ¼ jVij for Vi ¼ a�V Gð Þ d að Þ¼ ij gf

mij ¼ jEijj for Eij ¼ ab� E Gð Þjd að Þ¼ i and d bð Þ¼ jf g

mij ¼j Eij j for Eij ¼ ab� E Gð Þjd að Þ¼ i and d bð Þ¼ j
� �

Lemma 2.2. For a connected graph G of order n, we have

mij ¼j Eij j¼
ni ni�1ð Þ

2
�mii for i¼ j

ninj�mij for i< j

8<
:

9=
;

where ni, mij and mij are defined above.
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3 | DISCUSSION AND MAIN RESULTS

In this work, the topological coindices are computed through the CoM-polynomial approach for chitosan derivatives (Figure 1). The molecular

structure of the said compounds is modeled as simple graphs and the techniques used for computing the results include combinatorial methods,

vertex partition and edge partition.

4 | MOTIVATION

After cellulose, the amplest polysaccharide is chitosan. Chitosan has varied applications because of its interesting properties, in the fields

of waste treatment, food, textile, biodegradable, and pharmaceutical industries such as gels, films, polymer membranes and nanofibers. In

addition to its amazing properties, it can be included with properties like healing, antimicrobial, and antifungal. Hydrogels formed from

chitosan are the biopolymers that have attracted a lot of attention in the field of pharmacy as lysozyme and fabrication of dressings. It is

used in the wound secretions as it can absorb and manage the hydration of the affected region. Hydrogels are used extensively in medical

purposes, proving chitosan derivatives to be the safe choice for the applications of biomaterials [33]. This is obvious as there is a large vol-

ume of studies and research being carried out on the considered polysaccharide (CS). Hydrogels that are synthesized from chitosan and its

derivatives are used in drugs, gene factors, protein delivery, dressing devices, and for tissue culture. Chitosan and its derivatives exhibit

mucoadhesive, able to transiently open epithelial tight joints and biodegradable properties that have made their applications very signifi-

cant in the pharma and biomedical fields. To increase the mechanical properties of hydrogel, chitosan is associated with other synthetic

polymers to increase liquid uptake capacity. Topological coindices is a real number that represents the molecular structure of the chemical

compound whose physicochemical characteristics can be studied that relates QSPR/QSAR investigations. Recent studies on coindices have

shown that there is a notable relationship with the physicochemical properties and anti-viral drugs. It is evident that for upcoming research

in drugs and QSPR analysis, topological coindices will be a powerful tool. In this study we define the CoM-polynomial of chitosan and its

derivatives.

TABLE 1 The relation between various topological coindices with CoM-polynomial

Topological coindex Formula ϕ(d(a), d(b)) Derivation from f(x, y) = CoM (G; x, y)

M1 Gð Þ
P

ab =2 E Gð Þ
d að Þþd bð Þ (Dx + Dy) (f(x, y))x=1=y

M2 Gð Þ
P

ab =2 E Gð Þ
d að Þd bð Þ (DxDy) (f(x, y))x=1=y

mM2 Gð Þ P
ab =2 E Gð Þ

1
d að Þd bð Þ (SxSy) (f(x, y))x=1=y

ReZG3 Gð Þ
P

ab =2 E Gð Þ
d að Þd bð Þ d að Þþd bð Þð Þ DxDy(Dx + Dy) (f(x, y))x=1=y

F Gð Þ P
ab =2 E Gð Þ

d2 að Þþd2 bð Þ D2
x þD2

y

� �
f x,yð Þð Þx¼1¼y

Rk Gð Þ P
ab =2 E Gð Þ

d að Þd bð Þf gk Dβ
xD

k
y

� �
f x,yð Þð Þx¼1¼y

RRk Gð Þ P
ab =2 E Gð Þ

1
d að Þd bð Þf gk SkxS

k
y

� �
f x,yð Þð Þx¼1¼y

SDD Gð Þ P
ab =2 E Gð Þ

d2 að Þþd2 bð Þ
d að Þd bð Þ

(DxSy + SxDy) (f(x, y))x=1=y

H Gð Þ P
ab =2 E Gð Þ

2
d að Þþd bð Þ 2SxJ(f(x, y))x=1

I Gð Þ P
ab =2 E Gð Þ

d að Þd bð Þ
d að Þþd bð Þ SxJDxDy (f(x, y))x=1

A Gð Þ P
ab =2 E Gð Þ

d að Þd bð Þ
d að Þþd bð Þ�2

n o3 S3xQ�2JD
3
xD

3
y f x,yð Þð Þx¼1

where

Dx ¼ x ∂ f x,yð Þð Þ
∂x , Dy ¼ y ∂ f x,yð Þð Þ

∂y , Sx ¼
Ð x
0
f t,yð Þ
t dt,

Sy ¼
Ð y
0
f x,tð Þ
t dt, J(f(x, y)) = f(x, x), Qk(f(x, y)) = x kf(x, y).
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4.1 | CoM-polynomial of α-chitin(αC)

Theorem 4.1. The CoM-polynomial for α-chitin is given by (Figures 2 and 3)

CoM αC;x,yð Þ¼ 64n2þ6n�2
� �

xy2þ 96n2þ18n�2
� �

xy3þ 96n2�26nþ2
� �

x2y3þ 72n2�14n
� �

x3y3

Proof. From the Figure 2, it is easy to see that jV (αC)j = 28n + 1 and jE(αC)j = 30n. Also, the edge set of αC may be categorized

into four partitions based on the degree of vertices are as follows

E12 ¼ ab� E αCð Þ d að Þ¼1,d bð Þ¼2j g,f

E13 ¼ ab� E αCð Þ d að Þ¼1,d bð Þ¼3j g,f

E23 ¼ ab� E αCð Þ d að Þ¼2,d bð Þ¼3j g,f

E33 ¼ ab� E αCð Þ d að Þ¼3,d bð Þ¼3j g,f

F IGURE 1 Molecular structure of α-chitin, β-chitin, and γ-chitin
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such that

m12 ¼2n, m13 ¼6nþ2, m23 ¼14n�2, and m33 ¼8n:

Similarly, V (αC) can be divided into three classes depending on the degree of vertex are given by

n1 ¼jV1 j¼8nþ2, n2 ¼jV2 j¼8n�1, and n3 ¼jV3 j¼12n:

Using Lemma 1, we have

m12 ¼ n1n2�m12 ¼ 8nþ2ð Þ 8n�1ð Þ�2n¼64n2þ6n�2:

m13 ¼ n1n3�m13 ¼ 8nþ2ð Þ 12nð Þ� 6nþ2ð Þ¼96n2þ18n�2:

m23 ¼ n2n3�m23 ¼ 8n�1ð Þ 12nð Þ� 14n�2ð Þ¼96n2�26nþ2:

m33 ¼ n3 n3�1ð Þ
2

�m33 ¼ 12nð Þ 12n�1ð Þ
2

�8n¼72n2�14n:

Using the definition of CoM-polynomial

CoM G;x,yð Þ¼M G;x,yð Þ¼
X
i≤ j

mij Gð Þxiyj

CoM αC;x,yð Þ¼
X
1≤2

m12xy
2þ

X
1≤3

m13xy
3þ

X
2≤3

m23x
2y3þ

X
3≤3

m33x
3y3

¼ 64n2þ6n�2
� �

xy2þ 96n2þ18n�2
� �

xy3þ 96n2�26nþ2
� �

x2y3þ 72n2�14n
� �

x3y3:

F IGURE 2 Molecular graph of α-chitin for n = 3

F IGURE 3 3D plot of CoM-polynomial of α-chitin

SHANMUKHA AND USHA 5 of 16



Adopting Theorem 1 and Table 1, some degree based topological coindices of the α-chitin are derived in the following

proposition

Proposition 4.2.

M1 αCð Þ¼1488n2�124n�4:

M2 αCð Þ¼1640n2�216nþ2:
mM2 αCð Þ¼88n2þ3:1111n�1:3333:

ReZG3 αCð Þ¼8304n2�128nþ24:

F αCð Þ¼3824n2�380n�4:

Rk αCð Þ¼2k 64n2þ6n�2
� �þ3k 96n2þ18n�2

� �þ6k 96n2�26nþ2
� �þ32k 72n2�14n

� �
:

RRk αCð Þ¼ 64n2þ6n�2
� �

2k
þ 96n2þ18n�2
� �

3k
þ 96n2�26nþ2
� �

6k
þ 72n2�14n
� �

32k
:

SDD αCð Þ¼831:990n2�9:332n�7:3334:

H αCð Þ¼153:06n2�2:0666n�1:5332:

I αCð Þ¼337:8624n2�34:7004n�0:4332:

A αCð Þ¼2424:1232n2�258:7184n�6:75:

Proof. Let

f x,yð Þ¼CoM αC;x,yð Þ¼ 64n2þ6n�2
� �

xy2þ 96n2þ18n�2
� �

xy3þ 96n2�26nþ2
� �

x2y3þ 72n2�14n
� �

x3y3

then,

Dxf x,yð Þ¼ 64n2þ6n�2
� �

x1y2þ2 96n2þ18n�2
� �

x1y3þ2 96n2�26nþ2
� �

x2y3þ3 72n2�14n
� �

x3y3,

Dyf x,yð Þ¼2 64n2þ6n�2
� �

x1y2þ3 96n2þ18n�2
� �

x1y3þ3 96n2�26nþ2
� �

x2y3þ3 72n2�14n
� �

x3y3,

DxþDyð Þf x,yð Þ¼3 64n2þ6n�2
� �

x1y2þ4 96n2þ18n�2
� �

x1y3þ5 96n2�26nþ2
� �

x2y3þ6 72n2�14n
� �

x3y3,

DyDxf x,yð Þ¼2 64n2þ6n�2
� �

x1y2þ3 96n2þ18n�2
� �

x1y3þ6 96n2�26nþ2
� �

x2y3þ9 72n2�14n
� �

x3y3,

D2
x þD2

y

� �
f x,yð Þ¼5 64n2þ6n�2

� �
x1y2þ10 96n2þ18n�2

� �
x1y3þ13 96n2�26nþ2

� �
x2y3þ18 72n2�14n

� �
x3y3,

Dk
xD

k
yf x,yð Þ¼2k 64n2þ6n�2

� �
x1y2þ3k 96n2þ18n�2

� �
x1y3þ6k 96n2�26nþ2

� �
x2yþ32k 72n2�14n

� �
x3y3,

DxDy DxþDyð Þf x,yð Þ¼6 64n2þ6n�2
� �

x1y2þ12 96n2þ18n�2
� �

x1y3þ30 96n2�26þ2Þx2y3þ54 72n2�14n
� �

x3y3,
�

SxSyf x,yð Þ¼ 64n2þ6n�2
� �

2
xy2þ 96n2þ18n�2

� �
3

xy3þ 96n2�26þ2
� �

6
x2y3þ 72n2�14n

� �
9

x3y3,

SkxS
k
yf x,yð Þ¼ 64n2þ6n�2

� �

2k
xy2þ 96n2þ18n�2

� �

3k
xy3þ 96n2�26nþ2

� �

6k
x2y3þ 72n2�14n

� �

32k
x3y3,

SyDxþSxDyð Þf x,yð Þ¼5 64n2þ6n�2
� �

2
xy2þ10 96n2þ18n�2

� �
3

xy3þ13 96n2�26nþ2
� �

6
x2y3þ18 72n2�14n

� �
9

x3y3,

SxJf x,yð Þ¼ 64n2þ6n�2
� �

3
x3þ 96n2þ18n�2

� �
4

x4þ 96n2�26nþ2
� �

5
x5þ 72n2�14n

� �
6

x6,

SxJDxDyf x,yð Þ¼2 64n2þ6n�2
� �

3
x3þ3 96n2þ18n�2

� �
4

x4þ6 96n2�26nþ2
� �

5
x5þ9 72n2�14n

� �
6

x6,

S3xQ�2JD
3
xD

3
y f x,yð Þ¼ 2ð Þ3 64n2þ6n�2

� �

1ð Þ3
x1þ 3ð Þ3 96n2þ18n�2

� �

2ð Þ3
x2þ 6ð Þ3 96n2�26nþ2

� �

3ð Þ3
x3þ 9ð Þ3 72n2�14n

� �

4ð Þ3
x4:

Using the above results in Table 1, we obtain

M1 αCð Þ¼ DxþDyð Þf x,yð Þ x¼1¼y ¼1488n2�124n�4:
��

M2 αCð Þ¼ DxDyð Þf x,yð Þ x¼1¼y ¼1640n2�216nþ2:
��

mM2 αCð Þ¼ SxSyð Þf x,yð Þ x¼1¼y ¼88n2þ3:1111n�1:3333:
��

ReZG3 αCð Þ¼DxDy DxþDyð Þf x,yð Þ x¼1¼y ¼8304n2�1284nþ24:
��

F αCð Þ¼ D2
x þD2

y

� �
f x,yð Þ x¼1¼y ¼382n2�380n�4:

��
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Rk αCð Þ¼ Dk
xD

β
y

� �
f x,yð Þ x¼1¼y ¼2k 64n2þ6n�2

� �þ3k 96n2þ18n�2
� �þ6k 96n2�26nþ2

� �þ32k 72n2�14n
� �

:
���

RRk αCð Þ¼ SkxS
k
y

� �
f x,yð Þ x¼1¼y ¼

64n2þ6n�2
� �

2k
þ 96n2þ18n�2
� �

3k
þ 96n2�26nþ2
� �

6k
þ 72n2�14n
� �

32k
:

����
SDD αCð Þ¼ DxSyþSxDyð Þf x,yð Þ x¼1¼y ¼831:990n2�9:332n�7:3334:

��
H αCð Þ¼2SxJf x,yð Þ x¼y¼1 ¼153:06n2�2:0666n�1:5332:

��
I αCð Þ¼ SxJDxDyf x,yð Þ x¼y¼1 ¼337:8624n2�34:7004n�0:4332:

��
A αCð Þ¼ S3xQ�2JD

3
xD

3
y f x,yð Þ x¼y¼1 ¼2424:1232n2�258:7184n�6:75:

��

4.2 | CoM-polynomial of β-chitin(βC)

Theorem 4.3. The CoM-polynomial for β-chitin is given by (Figures 4 and 5)

CoM βC;x,yð Þ¼ 240n2þ26n
� �

xy2þ 384n2þ36n�2
� �

xy3þ 360n2�28nþ2
� �

x2y3þ 288n2�38n
� �

x3y3

Proof. From the Figure 4, it is easy to see that jV (βC)j = 55n + 2 and jE(βC)j = 60n. Also, the edge set of βC may be categorized into

four partitions based on the degree of vertices are as follows

E12 ¼ ab� E βCð Þ d að Þ¼1,d bð Þ¼2j g,f

E13 ¼ ab� E βCð Þ d að Þ¼1,d bð Þ¼3j g,f

E23 ¼ ab� E βCð Þ d að Þ¼2,d bð Þ¼3j g,f

E33 ¼ ab� E βCð Þ d að Þ¼3,d bð Þ¼3j g,f

such that

m12 ¼4n, m13 ¼12nþ2, m23 ¼28n�2, and m33 ¼16n:

Similarly, V (βC) can be divided into three classes depending on the degree of vertex are given by

n1 ¼jV1 j¼ 16nþ2, n2 ¼jV2 j¼15n, and n3 ¼jV3 j¼24n:

Using Lemma 1, we have

F IGURE 4 Molecular graph of β-chitin for n = 3
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m12 ¼ n1n2�m12 ¼ 16nþ2ð Þ 15nð Þ�4n¼240n2þ26n:

m13 ¼ n1n3�m13 ¼ 16nþ2ð Þ 24nð Þ� 12nþ2ð Þ¼384n2þ36n�2:

m23 ¼ n2n3�m23 ¼ 15nð Þ 24nð Þ� 28n�2ð Þ¼360n2�28nþ2:

m33 ¼ n3 n3�1ð Þ
2

�m33 ¼ 24nð Þ 24n�1ð Þ
2

�16n¼288n2�38n:

By definition of CoM-polynomial

CoM G;x,yð Þ¼M G;x,yð Þ¼
X
i≤ j

mij Gð Þxiyj

CoM βC;x,yð Þ¼
X
1≤2

m12xy
2þ

X
1≤3

m13xy
3þ

X
2≤3

m23x
2y3þ

X
3≤3

m33x
3y3

¼ 240n2þ26n
� �

xy2þ 384n2þ36n�2
� �

xy3þ 360n2�28nþ2
� �

x2y3þ 288n2�38n
� �

x3y3:

Adopting Theorem 2 and Table 1, some degree based topological coindices are derived for the β-chitin in the following proposition

Proposition 4.4.

M1 βCð Þ¼5784n2�146nþ2:

M2 βCð Þ¼6384n2�350nþ6:
mM2 βCð Þ¼340n2þ16:1111n�4:5555:

ReZG3 βCð Þ¼32400n2�2304nþ36:

F βCð Þ¼14904n2�558nþ6:

Rk βCð Þ¼2k 240n2þ26n
� �þ3k 384n2þ36n�2

� �þ6k 360n2�28nþ2
� �þ32k 288n2�38n

� �
:

RRk βCð Þ¼ 240n2þ26n
� �

2k
þ 384n2þ36n�2
� �

3k
þ 360n2�28nþ2
� �

6k
þ 288n2�38n
� �

32k
:

SDD βCð Þ¼3235:9632n2þ48:344n�2:3334:

H βCð Þ¼591:9744n2þ11:4662n�0:2:

I βCð Þ¼1311:984n2�46:2684nþ0:9:

A βCð Þ¼9376:4928n2�327:3428nþ9:25:

F IGURE 5 3D plot of CoM-polynomial of β-chitin
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Proof. Let

f x,yð Þ¼CoM βC;x,yð Þ¼ 240n2þ26n
� �

xy2þ 384n2þ36n�2
� �

xy3þ 360n2�28nþ2
� �

x2y3þ 288n2�38n
� �

x3y3

then,

Dxf x,yð Þ¼ 240n2þ26n
� �

x1y2þ2 384n2þ36n�2
� �

x1y3þ2 360n2�28nþ2
� �

x2y3þ3 288n2�38n
� �

x3y3,

Dyf x,yð Þ¼2 240n2þ26n
� �

x1y2þ3 384n2þ36n�2
� �

x1y3þ3 360n2�28nþ2
� �

x2y3þ3 288n2�38n
� �

x3y3,

DxþDyð Þf x,yð Þ¼3 240n2þ26n
� �

x1y2þ4 384n2þ36n�2
� �

x1y3þ5 360n2�28nþ2
� �

x2y3þ6 288n2�38n
� �

x3y3,

DyDxf x,yð Þ¼2 240n2þ26n
� �

x1y2þ3 384n2þ36n�2
� �

x1y3þ6 360n2�28nþ2
� �

x2y3þ9 288n2�38n
� �

x3y3,

D2
x þD2

y

� �
f x,yð Þ¼5 240n2þ26n

� �
x1y2þ10 384n2þ36n�2

� �
x1y3þ13 360n2�28nþ2

� �
x2y3þ18 288n2�38n

� �
x3y3,

Dk
xD

k
yf x,yð Þ¼2k 240n2þ26n

� �
x1y2þ3k 384n2þ36n�2

� �
x1y3þ6k 360n2�28nþ2

� �
x2y3þ32k 288n2�38n

� �
x3y3,

DxDy DxþDyð Þf x,yð Þ¼6 240n2þ26n
� �

x1y2þ12 384n2þ36n�2
� �

x1y3þ30 360n2�28nþ2
� �

x2y3þ54 288n2�38n
� �

x3y3,

SxSyf x,yð Þ¼ 240n2þ26n
� �

2
xy2þ 384n2þ36n�2

� �
3

xy3þ 360n2�28nþ2
� �

6
x2y3þ 288n2�38n

� �
9

x3y3,

SkxS
k
yf x,yð Þ¼ 240n2þ26n

� �

2k
xy2þ 384n2þ36n�2

� �

3k
xy3þ 360n2�28nþ2

� �

6k
x2y3þ 288n2�38n

� �

32k
x3y3,

SyDxþSxDyð Þf x,yð Þ¼5 240n2þ26n
� �

2
xy2þ10 384n2þ36n�2

� �
3

xy3þ13 360n2�28nþ2
� �

6
x2y3þ18 288n2�38n

� �
9

x3y3,

SxJf x,yð Þ¼ 240n2þ26n
� �

3
x3þ 384n2þ36n�2

� �
4

x4þ 360n2�28nþ2
� �

5
x5þ 288n2�38n

� �
6

x6,

SxJDxDyf x,yð Þ¼2 240n2þ26n
� �

3
x3þ3 384n2þ36n�2

� �
4

x4þ6 360n2�28nþ2
� �

5
x5þ9 288n2�38n

� �
6

x6,

S3xQ�2JD
3
xD

3
y f x,yð Þ¼ 2ð Þ3 240n2þ26n

� �

1ð Þ3
x1þ 3ð Þ3 384n2þ36n�2

� �

2ð Þ3
x2þ 6ð Þ3 360n2�28nþ2

� �

3ð Þ3
x3þ 9ð Þ3 288n2�38n

� �

4ð Þ3
x4,

Using the above results in Table 1, we obtain

M1 βCð Þ¼ DxþDyð Þf x,yð Þ x¼1¼y ¼5784n2�146nþ2:
��

M2 βCð Þ¼ DxDyð Þf x,yð Þ x¼1¼y ¼6384n2�350nþ6:
��

mM2 βCð Þ¼ SxSyð Þf x,yð Þ x¼1¼y ¼340n2þ16:1111n�4:5555:
��

ReZG3 βCð Þ¼DxDy DxþDyð Þf x,yð Þ x¼1¼y ¼32400n2�2304nþ36:
��

F βCð Þ¼ D2
x þD2

y

� �
f x,yð Þ x¼1¼y ¼14904n2�558nþ6:

��

Rk βCð Þ¼ Dk
xD

β
y

� �
f x,yð Þ x¼1¼y ¼2k 240n2þ26n

� �þ3k 384n2þ36n�2
� �þ6k 360n2�28nþ2

� �þ32k 288n2�38n
� �

:
���

RRk βCð Þ¼ SkxS
k
y

� �
f x,yð Þ x¼1¼y ¼

240n2þ26n
� �

2k
þ 384n2þ36n�2
� �

3k
þ 360n2�28nþ2
� �

6k
þ 288n2�38n
� �

32k
:

����

SDD βCð Þ¼ DxSyþSxDyð Þf x,yð Þ x¼1¼y ¼3235:9632n2þ48:344n�2:3334:
��

H βCð Þ¼2SxJf x,yð Þ x¼y¼1 ¼591:9744n2þ11:4662n�0:2:
��

I βCð Þ¼ SxJDxDyf x,yð Þ x¼y¼1 ¼1311:984n2�46:2684nþ0:9:
��

A βCð Þ¼ S3xQ�2JD
3
xD

3
y f x,yð Þ x¼y¼1 ¼9376:4928n2�327:3428nþ9:25:

��

4.3 | CoM-polynomial of γ-chitin(βC)

Theorem 4.5. The CoM-polynomial for γ-chitin is given by (Figures 6 and 7)

CoM γC;x,yð Þ¼ 144n2þ9n�2
� �

xy2þ 216n2þ27n�2
� �

xy3þ 216n2�39nþ2
� �

x2y3þ 162n2�21n
� �

x3y3
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Proof. From the Figure 6, it is easy to see that jV (γC)j = 28n + 1 and jE(γC)j = 30n. Also, the edge set of γC may be categorized into

four partitions based on the degree of vertices are as follows

E12 ¼ ab� E γCð Þ,d að Þ¼1jd bð Þ¼2f g,
E13 ¼ ab� E γCð Þ,d að Þ¼1jd bð Þ¼3f g,
E23 ¼ ab� E γCð Þ,d að Þ¼2jd bð Þ¼3f g,
E33 ¼ ab� E γCð Þ,d að Þ¼3jd bð Þ¼3f g,

such that
m12 ¼3n, m13 ¼9nþ2, m23 ¼21n�2, and m33 ¼12n:

Similarly, V (γC) can be divided into three classes depending on the degree of vertex are given by

n1 ¼jV1 j¼12nþ2, n2 ¼jV2 j¼12n�1, and n3 ¼jV3 j¼18n:

Using Lemma 1, we have

m12 ¼ n1n2�m12 ¼ 12nþ2ð Þ 12n�1ð Þ�3n¼144n2þ9n�2:

m13 ¼ n1n3�m13 ¼ 12nþ2ð Þ 18nð Þ� 9nþ2ð Þ¼216n2þ27n�2:

m23 ¼ n2n3�m23 ¼ 12n�1ð Þ 18nð Þ� 21n�2ð Þ¼216n2�39nþ2:

m33 ¼ n3 n3�1ð Þ
2

�m33 ¼ 18nð Þ 18n�1ð Þ
2

�12n¼162n2�21n:

By definition of CoM-polynomial

F IGURE 6 Molecular graph of γ-chitin for n = 3

F IGURE 7 3D plot of CoM-polynomial of γ-chitin
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CoM G;x,yð Þ¼M G;x,yð Þ¼
X
i≤ j

mij Gð Þxiyj

CoM γC;x,yð Þ¼
X
1≤2

m12xy
2þ

X
1≤3

m13xy
3þ

X
2≤3

m23x
2y3þ

X
3≤3

m33x
3y3

¼ 144n2þ9n�2
� �

xy2þ 216n2þ27n�2
� �

xy3þ 216n2�39nþ2
� �

x2y3þ 162n2�21n
� �

x3y3:

Adopting Theorem 3 and Table 1, some degree based topological coindices of the γ-chitin are derived in the following proposition.

Proposition 4.6.

M1 γCð Þ¼3348n2�186n�4:

M2 γCð Þ¼3690n2�324nþ2:
mM2 γCð Þ¼198n2þ4:6666n�1:3333:

ReZG3 γCð Þ¼18684n2�1926nþ24:

F γCð Þ¼8604n2�570n�4:

Rk γCð Þ¼2k 144n2þ9n�2
� �þ3k 216n2þ27n�2

� �þ6k 216n2�39nþ2
� �þ32k 162n2�21n

� �
:

RRk γCð Þ¼ 144n2þ9n�2
� �

2k
þ 216n2þ27n�2
� �

3k
þ 216n2�39nþ2
� �

6k
þ 162n2�21n
� �

32k
:

SDD γCð Þ¼1871:9784n2�13:9983n�7:3334:

H γCð Þ¼344:385n2�3:0999n�1:5332:

I γCð Þ¼760:7904n2�52:0506n�0:4332:

A γCð Þ¼5454:2772n2�388:0776n�6:75:

Proof. Let

f x,yð Þ¼CoM γC;x,yð Þ¼ 64n2þ6n�2
� �

xy2þ 96n2þ18n�2
� �

xy3þ 96n2�26nþ2
� �

x2y3þ 72n2�14n
� �

x3y3

then,

Dxf x,yð Þ¼ 144n2þ9n�2
� �

x1y2þ2 216n2þ27n�2
� �

x1y3þ2 216n2�39nþ2
� �

x2y3þ3 162n2�21n
� �

x3y3,

Dyf x,yð Þ¼2 144n2þ9n�2
� �

x1y2þ3 216n2þ27n�2
� �

x1y3þ3 216n2�39nþ2
� �

x2y3þ3 162n2�21n
� �

x3y3,

DxþDyð Þf x,yð Þ¼3 144n2þ9n�2
� �

x1y2þ4 216n2þ27n�2
� �

x1y3þ5 216n2�39nþ2
� �

x2y3þ6 162n2�21n
� �

x3y3,

DyDxf x,yð Þ¼2 144n2þ9n�2
� �

x1y2þ3 216n2þ27n�2
� �

x1y3þ6 216n2�39nþ2
� �

x2y3þ9 162n2�21n
� �

x3y3,

D2
x þD2

y

� �
f x,yð Þ¼5 144n2þ9n�2

� �
x1y2þ10 216n2þ27n�2

� �
x1y3þ13 216n2�39nþ2

� �
x2y3þ18 162n2�21n

� �
x3y3,

Dk
xD

k
yf x,yð Þ¼2k 144n2þ9n�2

� �
x1y2þ3k 216n2þ27n�2

� �
x1y3þ6k 216n2�39nþ2

� �
x2y3þ32k 162n2�21n

� �
x3y3,

DxDy DxþDyð Þf x,yð Þ¼6 144n2þ9n�2
� �

x1y2þ12 216n2þ27n�2
� �

x1y3þ30 216n2�39nþ2
� �

x2y3þ54 162n2�21n
� �

x3y3,

SxSyf x,yð Þ¼ 144n2þ9n�2
� �

2
xy2þ 216n2þ27n�2

� �
3

xy3þ 216n2�39nþ2
� �

6
x2y3þ 162n2�21n

� �
9

x3y3,

SkxS
k
yf x,yð Þ¼ 144n2þ9n�2

� �

2k
xy2þ 216n2þ27n�2

� �

3k
xy3þ 216n2�39nþ2

� �

6k
x2y3þ 162n2�21n

� �

32k
x3y3,

SyDxþSxDyð Þf x,yð Þ¼5 144n2þ9n�2
� �

2
xy2þ10 216n2þ27n�2

� �
3

xy3þ13 216n2�39nþ2
� �

6
x2y3þ18 162n2�21n

� �
9

x3y3,

SxJf x,yð Þ¼ 144n2þ9n�2
� �

3
x3þ 216n2þ27n�2

� �
4

x4þ 216n2�39nþ2
� �

5
x5þ 162n2�21n

� �
6

x6,

SxJDxDyf x,yð Þ¼2 144n2þ9n�2
� �

3
x3þ3 216n2þ27n�2

� �
4

x4þ6 216n2�39nþ2
� �

5
x5þ9 162n2�21n

� �
6

x6,

S3xQ�2JD
3
xD

3
y f x,yð Þ¼ 2ð Þ3 144n2þ9n�2

� �

1ð Þ3
x1þ 3ð Þ3 216n2þ27n�2

� �

2ð Þ3
x2þ 6ð Þ3 216n2�39nþ2

� �

3ð Þ3
x3þ 9ð Þ3 162n2�21n

� �

4ð Þ3
x4,

Using the above results in Table 1, we obtain

M1 γCð Þ¼ DxþDyð Þf x,yð Þ x¼1¼y ¼3348n2�186n�4:
��
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M2 γCð Þ¼ DxDyð Þf x,yð Þ x¼1¼y ¼3690n2�324nþ2:
��

mM2 γCð Þ¼ SxSyð Þf x,yð Þ x¼1¼y ¼198n2þ4:6666n�1:3333:
��

ReZG3 γCð Þ¼DxDy DxþDyð Þf x,yð Þ x¼1¼y ¼18684n2�1926nþ24:
��

F γCð Þ¼ D2
x þD2

y

� �
f x,yð Þ x¼1¼y ¼8604n2�570n�4:

��

Rk γCð Þ¼ Dk
xD

β
y

� �
f x,yð Þ x¼1¼y ¼2k 144n2þ9n�2

� �þ3k 216n2þ27n�2
� �þ6k 216n2�39nþ2

� ����
þ32k 162n2�21n

� �
:

RRk γCð Þ¼ SkxS
k
y

� �
f x,yð Þ x¼1¼y ¼

144n2þ9n�2
� �

2k
þ 216n2þ27n�2
� �

3k
þ 216n2�39nþ2
� �

6k
þ 162n2�21n
� �

32k
:

����
SDD γCð Þ¼ DxSyþSxDyð Þf x,yð Þ x¼1¼y ¼1871:9784n2�13:9983n�7:3334:

��
H γCð Þ¼2SxJf x,yð Þ x¼y¼1 ¼344:385n2�3:0999n�1:5332:

��
I γCð Þ¼ SxJDxDyf x,yð Þ x¼y¼1 ¼760:7904n2�52:0506n�0:4332:

��
A γCð Þ¼ S3xQ�2JD

3
xD

3
y f x,yð Þ x¼y¼1 ¼5454:2772n2�388:0776n�6:75: □

��

5 | NUMERICAL AND GRAPHICAL COMPARISON OF COINDICES

A comparison of 11 topological coindices are computed for the derivatives of chitosan tabulated in the Tables 2–4 for the values of n varying

through 1–10. It is evident that all the coindices increase as n approaches greater value. The coindices for all the three derivatives of chitosan are

as follows.

6 | CONCLUSION

The amino polysaccharides considered in this study are the chitosan and its derivatives. They are significantly used in most of the fields as they

are non-toxic, biodegradable and biocompatible. This work concentrates on three chemical compounds, chitosan and its derivatives for which the

non-adjacency vertex partition is noted and coindices are computed. A novel type of polynomials especially for the non-adjacency of vertices,

such as CoM polynomials are established for the said three polysaccharides. A comparative study of the coindices, pertaining to degree based

topological coindices are discussed. A 3D plot of CoM-polynomial of chitosan derivatives are made as shown in the Figures 3, 5, and 7. As the

considered compounds have vast applications, this study would be useful for the chemists/pharmacists/researchers who would make advanced

study on the same compounds. This data may be used by them for their further studies.
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